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Executive summary
The 3GPP SA4 MTSI SWG met for 11 sessions during SA4#100 with 3 joint sessions with the MBS SWG to discuss E-FLUS, and one joint session with the EVS SWG and the SQ SWG to discuss the audio aspects of the MTSI profiles and the new WID on Conversational VR.  
A total of 35 delegates participated while 57 Tdocs were treated with SWG-status defined for 56 Tdocs.

5G_MEDIA_MTSI_ext

1. Agreed CR on with Recommendations for Media Rate Adaptation

2. Agreed CR on MTSI (full and constrained) profiles for Rel-16

CHEM

1. Agreed on design of the PLR Adapt SDP attribute/parameter

E2E_DELAY 

1. Agreed CR on signaling of delay budget reporting based on RTCP signaling

E-FLUS

1. Agreed to update to permanent document collecting changes to TR with the following:
a. Updated details of call flows

b. Updated the architecture

2. Agreed to send an LS to SA2 asking for specification of five new 5QI’s/QCI’s

3. Agreed on proposal for enabling network assistance for E-FLUS
4. Agreed on framework for collecting use cases for identifying a common control point between the application and the F-C layer
5. Agreed on architecture for supporting Remote Control of drone sources
FS_mV2X

1. Agreed to update to the TR to incorporate RAN2 input on PC5 usage and document QoS considerations for mV2X use cases
2. Started to look at SA6 LS highlighting potential interaction between V2X and SA4 features.  Expect to respond at SA4#101.
After many iterations and healthy discussions, the MTSI SWG also agreed on a New Work Item on "Virtual Reality Support for 5G Conversational Services"
The output documents from the MTSI SWG sessions are:
	6.2
	Other 3GPP groups
	1025n, 
1026 reply in 1167, 
1137n, 
1028n

	14
	Reports and general issues from sub-working-groups
	

	14.3
	MTSI SWG
	1183

	16
	Release 16 Features
	

	16.5
	E-FLUS (Enhancements to Framework for Live Uplink Streaming)
	1169 (TP)

	16.7
	E2E_DELAY (Media Handling Aspects of RAN Delay Budget Reporting in MTSI)
	1033 (TP), 1176

	16.8
	5G_MEDIA_MTSI_ext (Media Handling Extensions for 5G Conversational Services)
	1036 (TP), 1180, 1181

	16.9
	CHEM (Coverage and Handoff Enhancements for Multimedia)
	1170 (TP)

	17
	Study Items
	

	17.3
	FS_mV2X (V2X Media Handling and Interaction)
	1051 (TP), 1166

	19
	New Work / New Work Items and Study Items
	1182


No status in MTSI SWG
SWG Minutes during SA4#100
12.1    Opening of the session
Mr. Nikolai Leung (Qualcomm, Chairman of MTSI SWG) opened the session on October 15 at 11:17am.
The minutes are shared online here: 
https://docs.google.com/document/d/1bdhqmNaw7_fTZ-X6m-WTEcMHg5RHorE7t9fGhSH5F8U/edit?usp=sharing
Bo Burman agreed to serve as the acting secretary for the meeting with some support from Ozgur Oyman and Charles Lo.
12.2    Registration of documents
The following documents were registered before the meeting:
	12
	Multimedia Telephony Service for IMS (MTSI) SWG
	

	12.1
	Opening of the session
	

	12.2
	Registration of documents
	

	12.3
	Reports and liaisons from other groups
	1025, 1026, 1137, 1028

	12.4
	CRs to Features in Release 15 and earlier
	

	12.5
	E-FLUS (Enhancements to Framework for Live Uplink Streaming)
	1045, 1049, 1066, 1067, 1079, 1080, 

	12.6
	E2E_DELAY (Media Handling Aspects of RAN Delay Budget Reporting in MTSI)
	1031, 1033, 1034, 1035

	12.7
	5G_MEDIA_MTSI_ext (Media Handling Extensions for 5G Conversational Services)
	1036, 1037, 1038, 1039, 1040, 1041, 1042, 1055w, 1098

	12.8
	CHEM (Coverage and Handoff Enhancements for Multimedia)
	1050, 1056, 1043w

	12.9
	FS_mV2X (V2X Media Handling and Interaction)
	1051, 1052, 1053, 1054, 1068

	12.10
	Others including TEI
	1044, 1123

	12.11
	New Work / New Work Items and Study Items
	1030

	12.12
	Any Other Business
	

	12.13
	Close of the session
	


12.3 Reports and liaisons from other groups
	S4-181025
	Reply LS on the transmission of video over PC5 interface
	TSG RAN WG2
	6.2
	 


The document was presented by Kyunghun and was noted. 
	S4-181026
	Reply LS on new QCI-5QIs for FLUS
	TSG RAN WG2
	6.2
	 


Presented by Nikolai Leung of Qualcomm and was replied in 1167. 
	S4-181137
	Reply LS on Dynamic PLR Allocation in eVoLP
	TSG RAN WG2
	6.2
	 


Presented by Nikolai Leung of Qualcomm.
Discussion:
· Ozgur: This is vague. RAN2 does not seem to take any action. if RAN2 doesn’t specify it, I think we cannot do the dynamic PLR allocation. In the past, we know that RAN2 has been reluctant to specify PLR signaling. What we said here provides some additional gain. RAN2’s reluctance remains. Not sure what to do. This is probably the end of what needs to be done.
· Nik: Agree. Don’t know if there’s any further step that will happen in RAN2.
· Kyunghun: This is even more reluctant than what we’ve seen before.
· Ozgur: I’ve seen some of the RAN2 proposals before and coordinated with some of them, e.g. introducing the hold-off timer to limit the overhead. There’s a history of this since before. With the prohibit timer, it could be limited, but despite that it wasn’t possible to find support with the infrastructure vendors. Even for the static PLR case there was hesitance.
· Nik: We should revisit the CHEM time plan. It does not make sense to specify things that RAN2 will not support.
· Ozgur: I think only the non-SDP based signaling in the fourth bullet of the objectives will be affected. There was some concern expressed in the SA2 LS we received at SA4#99 with the SDP-based signaling. We should discuss if we adapt the objectives to the new approach. The way we evaluate the solution space may be different.
The document was noted.
	S4-181028
	LS on application layer support for V2X services
	TSG SA WG6
	6.2
	 


Presented by Kyunghun Jung of Samsung.
Discussion:
· Nik:: Looking at TR 23.795, solution #15, #17, and #18 are in the LS suggested by SA6 as having impact on SA4.
· Solution #15 relates to use of FLUS and does not seem to impact SA4 work.
· Solution #17 relates to use of network assistance for enhancing QoE in V2X applications using SAND framework seems like sending a video file to the vehicle.
· Nik: It is unclear what the use case is and what the downlink video contains, even if it is not a file but a video streaming.
· Kyunghun: It does not seem appropriate for e.g. queue see-through use cases.
· Ozgur: It can be different when it is conversational or even faster than conversational use cases.
· Nik: Suggest that the FS_mV2X Rapporteur brings a discussion document to the next meeting on the applicability of network assistance for FS_mV2X and target that for the TR, and plan an LS response to SA6 on whatever we conclude.
· Solution #18 relates to key issue 14 (network assistance for enhancing QoE in V2X applications) and support for QoE reporting.
· Ozgur: It seems to target something similar to QoE reporting in HTTP streaming.
· Nik: They seem to assume everything of this is DASH. We should break this apart and analyze in FS_mV2X what they really want to do.
The document was noted.
12.4 CRs to Features in Release 15 and earlier
None.
12.5 E-FLUS (Enhancements to Framework for Live Uplink Streaming)
	S4-181045
	E-FLUS: Network Assistance
	Sony Europe Limited
	12.5
	 


Presented by Paul Szucs of Sony.
Discussion:
· Charles: you’re not precluding downlink network assistance for FLUS since there is UE-based FLUS Sink?
· Paul: yes, that is possible already in SAND and each to adapt to support non-DASH format for DL network assistance
· Nik: if NAssS is in CN, how does it obtain info from RAN?
· Paul: it is out of scope of what should be standardized. See NAssS can be generic function
· Ozgur: DANE can be part of eNB? In 3GP DASH it is p/o PSS Server; physical location can be in RAN but not really the focus
· Thorsten: where you deploy DANE is not the key issue, the NAssS can sit outside of where FLUS Sink resides
· Ozgur: regarding ANBR, still thinks cross-layer mapping is needed; about PHY layer bitrate eNB signals to UE; takes lower layer headers into account in the recommendation. Conceptually, the mapping is not cross-layer related, but is about interface-specific aspects; ANBR and ANBRQ ; concept can be applied to other air interfaces such as WiFi - w.g. AP signals bitrate to client; mapping is not the cross-layer as you indicate, but is about different nature of various air interface.
· Paul: for handset vendors, cannot always have control of middleware and where interface resides at lower layer; here, if interface is left at application layer, no need to rely on RAN/lower layers; that’s what he means by cross-layer in the document
· Ozgur, such cross layer cannot be avoided
· Paul: yes - but in the network
· Ozgur: DANE resides in eNB/gNB in your model; tosay eNB/gNB can already signal that; ANBR also supports queries - e.g. query desired bitrate by UEas well as express desired bitrate. Also, boost function is supported in ANBR
· Paul: that is not what boost means - it’s about short-term variation 
· Ozgur: for DASH streaming, adaptation is on large timescale; temporary boost is very relevant to avoid re-buffering. In MTSI, already have very dynamic environment - get or lose the packet; the timescales are very short. How to interpret boost function in MTSI environment.
· Paul: that’s a good question; focus of the NA is really about non-MTSI context
· Ozgur: that’s fine if you say the NA for FLUS as described in non-MTSI based; in MTSI, already have ANBR function required, what additional benefit to use this architecture
· Thorsten: suggest we separate between IMS and non-IMS based FLUS re. the network assistance
· Nik: not clear about cross-layer signaling or mapping at discretion of network infra provider.
· Paul: with the application layer based NA, such interaction need not be considered; talking to server which then has to talk down the stack to figure out the NA recommendation
· Nik: interface between RAN and NA server is not defined
· Paul: does not require cross-layer function in the UE
· Ozgur: but pushing the problem to network side doesn’t necessarily solve the problem
· Paul: it’s easier from UE supplier perspective
· Nik: UE already has to do this for MTSI-based FLUS; complexity for doing so already addressed by UE do it could be considered as mostly resolved for non-MTSI context
· Kyunghun: single chip solution preferred; interface between modem and AP more complicated
· Ozgur: such interfaces already exist and there exists standardized mechanism
· Kyunghun: from OS perspective; MTSI-FLUS can assume single vendor of modem and AP; this is different for case camera and UE are separate devices
· Ozgur: in MTSI, a position has already been chosen; thinks for non-MTSI context, can rely on existing interface to modem to obtain such info; cross-layer interface needs to be there
· Nik: camera to phone intfc is HDMI, non-compressed media; application signaling is still within the phone; app is still in the phone
· Paul: interface to camera is not specified
· Nik: still trying to understand app-modem intfc; 
· Ozgur: how does network-proprietary solution solves the problem if different boxes for NAssS and eNB; why do proponents propose network-based cross-layer mapping to be done
· Thorsten: fewer vendors of network infra than UEs;
· Ozgur: NA and boosting is difference phenomena; excluding boost aspect, but on recommended bitrate aspect, there is ANBR and signaling interface to allow this - this has to be translated to application layer already done for MTSI case to disregard the protocol headers; for app layer signaling, requires proprietary interface to be done by infra vendor; it’s possible for non-IMS the mapping might not be so straightforward
· Nik: I think you’re trying to say that for SAND have already defined the app interface; easier for app developer to define the app interface than the interface to the modem
· Thorsten: yes, focus on the application layer interface which is simpler for the app developer
· Ozgur: on proposal: what do you mean to include the text in section 3?
· Paul: means include text in future CR based on section 3
· Nik: concept of boost is cool; in past, the UE asks what is needed and RAN provides what is available; if RAN cannot provide higher, means UE lives with what RAN can give. With boost idea, UE is asking for more than what is promised, or it assumes UE is given less than available, but begs for more; this is different from the model we have assumed
· Paul: there are two aspects: short-term/transient vs long term bit rate; what is meant here is not the long term, but is for the dynamic/transient case for a short interval
· Nik: is the build-up result of more complex scene, or network cannot provided the needed bitrate
· Paul: the latter
· Ozgur: for DASH, content comes on best effort QoS bearer; for DASH main problem is rebuffering; for best effort video streams; impending re-buffering situation causes client to ask server to temporarily give more resources; elevating best effort; for MTSI case, with GBR, such need for boosting is less evident; temporary boost for short time windows is questionable; boost function needs to be well defined
· Paul: camera can buffer for short interval
· Ozgur: with dedicated bearer should not need boost
· Paul; agrees that might be the case, but temporary incapability may occur
· Thorsten: even the dedicated QoS bearer still does not ensure 100% guarantee of bitrate; also due to mobility may cause QoS change; need for standardized interface for bitrate recommendation; not totally clear on need for the boost functionality
· Nik: agree with you on limited guarantee; the issue being contested is the request for BW boost; perhaps in MTSI the boost function would come too late
· Thorsten: network jitter; proposal is not about application should not be capable of rate adaptation or interact with rate recommendation; maybe rewrite document to be clear about this
· Nik: seems need to be more generic on NA;
· Thorsten: agree, in MBS discussion, rate adaptation feature is not FLUS limited
· Paul: sees network assistance and network boost are independent functions; also sees for 5G that uplink enhancement is important
· Nik: radio does not meet QoS guarantee; with ANBR queue asking RAN to increase boost is easier/faster than asking such boost at application layer
· Paul: the NAssS server as proposed to be in RAN makes this boost occur faster
· Ozgur: need to adapt to ANBR methodology; focus of NA should be exclusive of IMS/MTSI-based FLUS; question for IMS-based FLUS, might not be possible to use the application-layer NA as proposed in your document
· Thorsten: many available tools such as dynamic QoS layer mapping
· Nik: would it be good to have a communication with RAN groups on this proposal?
· Paul: nothing being proposed on radio interface
· Nik: still thinks functionality as proposed has bearing on RAN for supporting boost
· Thorsten: can temporarily map to different QoS bearer to support the bitrate boost
· Nik: wish to check with Qualcomm RAN people on the proposed idea for boosting (e.g. relative to what Thorsten says about change in QoS prioritization)
· Nik: request is whether proponents can proceed to develop related TR and TS text; this is deemed agreeable
· Ozgur: is TR change allowed for E-FLUS
· Agreement that network assistance will primarily target the non-IMS scenario. MTSI can use ANBR.
Decision on this document: proposed concept is agreed to allow proponents to produce related CRs against TR 26.939 and TS 26.268
	S4-181049
	Draft LS to SA2 on new QCI/5QIs for E-FLUS
	Qualcomm Incorporated
	12.5
	 


Presented by Nik Leung of Qualcomm; request for five new 5QI/QCIs Qualcomm
This is reply to S4-181026
Discussion:
· Thorsten: interesting set of values as requested; why not greater spread between the delay budgets, say 300 msec and 1000 msec
· Nik: TCP data throughput inversely proportional to packet delay; 1000 msec may lead to very small throughput
· Thorsten: the numbers are max delay and not the expected delay
· Nik: lose half throughput but not sure gain twice capacity from 500 msec to 1000 msec
· Kyunghun: asks about RAN2 answer 
· Nik: RAN2 is saying they can achieve PLR pf 10e-8, but TCP retransmission should be much rarer, so throughput can be maintained
· Nik: wanting to get to 150-200 Mb/s throughput, need PLR lower than 10e-8
· Charles: need correction of S4 and RAN2 LS doc numbers
· Nik: corrected to indicate S4 outbound LS is S4-180089, and RAN2 incoming LS is S4-181036
Document is AGREED; reply LS to go in 1167.
	S4-181079
	Use Cases on Information Relevant for a Common Control Point in an Live Uplink Streaming System
	Qualcomm Incorporated
	12.5
	 


Presented by Charles Lo of Qualcomm.
Discussion:
· Thorsten: Is this an additional extension or is it inline with what we discussed earlier regarding remote control?
· Charles: Yes, there could be some alignment.
· Thorsen: No concerns with the concept, but it would be useful to understand more of the impact on the specification text.
· Nik: It is not clear from this, just going through the use case and data points. The conclusions may or may not affect the TS.
· Charles: Could there be information passed on F-C that affects the application level?
· Nik: Is it agreed to analyze the use cases that may in turn result in TR work?
· This was agreed by the meeting.
The document was agreed.
	S4-181080
	Draft CR Permanent Document Updating TR 26.939 per E-FLUS Agreements at SA4#99
	Qualcomm Incorporated
	12.5
	 S4-181175


Presented by Charles Lo of Qualcomm.
Discussion:
· Bo: In figure 8, direction of arrow #4 seems wrong.
· Thorsten: Ist is a request response interaction, but the data goes in the reverse direction compared to what the arrow is today
· Bo: In figure 15, is interaction between yellow measurement box and videws part of FLUS, or is it just for completeness of the use case?
· Charles: It is for completeness. It is also not supposed to be actual user participation data but predicted data.
· Thorsten: Editorial, suggest to number figures per section.
The document was revised to 1175 that was agreed without presentation.
	S4-181135
	Draft CR 26.939 Drone Mounted Camera Workflow
	Ericsson LM
	12.5
	 S4-181172


The document was revised to 1172.
	S4-181172
	Draft CR 26.939 Drone Mounted Camera Workflow
	Ericsson LM
	12.5
	 S4-181174


Presented by Thorsten Lohmar of Ericsson.
Discussion:
· Thorsten: Should I insert both pictures from 1168 and call flows for them until an update tomorrow?
· Charles: Yes.
The document was revised to 1174.
	S4-181174
	Draft CR 26.939 Drone Mounted Camera Workflow
	Ericsson LM
	12.5
	S4-181178


Presented by Thorsten Lohmar of Ericsson.
Discussion:
· Charles: When you talk about control function and “CTRL”, are they different things?
· Thorsten: They’re supposed to be the same. Perhaps should just talk about “control”?
· Charles: When looking at the figure in 8.3.3, “CTRL” is not only about remote control but also (in some cases) making use of F-C.
· Thorsten: Should perhaps remove the notion of “user” completely.
· Charles: Are there two FLUS sessions?
· Thorsten: The FLUS session exists between the FLUS source and FLUS sink. The control session is separate.
· Charles: Is the “FLUS Session Activation” box a title “summary” for the following steps?
· Thorsten: No, it is a breakpoint at a certain time in the flow.
· Charles: In step 3 of remote control in the FLUS sink, is the start/stop time part of the “rules” that we mentioned before?
· Thorsten: Yes.
· Charles: Would the user with the remote control device give indications to start/stop every time through F-C?
· Thorsten: Can do, yes, but can also provide a set of start/stop times once.
· Charles: Maybe helpful to provide a note that the remote control commands are provided only once through F-C?
· Thorsten: Add a note at the end of step 3.
· <Document was edited on-screen>.
The document was revised to 1178, which was agreed without presentation.
	S4-181136
	E-FLUS: Discussion of FLUS Architecture
	Ericsson LM
	12.5
	S4-181168


Presented by Thorsten Lohmar of Ericsson
Discussion:
· Charles: In section 1, the relevant Qualcomm document to reference could be S4-180700. In section 2.1, the audience measurement is an application level function and I’m not comfortable having it in the distribution function.
· Thorsten: In FLUS we don’t have “distribution system” defined. There are no standards how to extract this information. It depends on what distribution technology you are using. Alternatively, you could have UEs sending consumption reports. It is not so important how this is done, but it is important that the information exist and how to interpret it. We should focus a bit more on step 7 and should not bring this unmodified into the TR.
· Charles: We haven’t set what is the distribution. What is in FLUS is essentially different from what is in MBMS regarding consumption reporting. We’re saying that the viewership need not be based on actual measurement. We could however consider looking on MBMS.
· Thorsten: How step 5 is generated is not so relevant. There has to be some collaboration between the distribution and the consumption side.
· Charles: I’m confused by how the application logic can be aware of the distribution system realization.
· Thorsten: The 3GPP sink is made us.able for a certain service, connecting the streams from the sink into the distribution system. This is not part of FLUS, but for this use case it is necessary to acknowledge that the connection exists. Periscope can be an example of such. All components can be chained up in a way such that the distribution can be immediately connected.
· Charles: Do you mean that the distribution system has an audio measurement block, it can be made available?
· Thorsten: Yes, but it is completely use case dependent.
· Charles: This can also be achieved by how many users have signed up for a program in advance. In step 3, I don’t know what is the control functionality and connector between FLUS sink and the distribution system.
· Thorsten: To me, it is the xMB interface. There are different t user plane realizations. In the xMB it can be a WebDAV connector such that the FLUS sink can immediately talk to xMB and insert data into the distribution system. After processing, there can be different media qualities inserted into the distribution. There could be other distribution systems than xMB, like RTMP or RTP.
· Charles: That is part of our task to find out.
· Charles: During last meeting we said something wrong; that the FLUS source user can have a console and can have an F-C to that control. We cannot even call that control function a FLUS source. That control function is not part of the UE. I also don’t see why we need the F-RC, I can use the X interface for that. It is more direct, rather than relying on the network to push that command.
· Thorsten: It is related to how much I need to provision on the FLUS source. In the current specification, the creation and the selection is part of he F-C. If this must be done via the UE, I don’t know how that can be done, e.g. if the UE is a drone that typically doesn’t have a user interface. That is not really practical. I thought that we agreed in Rome that it is possible to configure the FLUS source by another device.
· Charles: I think we have to go back and revisit that decision. I’m fine with having X, but don’t see why the remote control has to be connected through F-C. We better have clean definitions.
· Nik: I’m sympathetic both to establish session only to drone is difficult and could require a remote control, and F-C could be connected to that remote control without having F-C to relay commands to the FLUS source.
· Thorsten: Don’t know if we should controlling the drone in a standardized way, but there can be cases where it makes sense to have it. 
· Nik: One part is to standardize a control part, but the FLUS sink might not have to be the controller.
· Thorsten: We might need some authorization. What devices should be allowed to control the FLUS source in what way. One device could be allowed to control the start/stop and another pan/tilt/zoom.
· Paul S: This triangular picture can be confusing. There can be multiple different use cases that map to it. In one case, the FLUS source has no F-C and is connected to F-C only via X. The other case can be that FLUS source has F-C but also a remote controller that is not connected to F-C.
· Thorsten: If the remote control is using e.g. a websocket, it can either come from a remote controller, or from the FLUS sink, but that doesn’t matter and doesn’t have to be specified.
· Nik: We can either consider this to be entirely out of scope and proprietary, or we can choose to specify at least one example. Do we want to specify a mechanism to remote control the source?
· Thorsten: Yes, that is what I propose.
· Kyunghun: What would that consist of?
· Thorsten: Start/stop, pan/tilt/zoom, change if configuration, etc
· Lucia: If you remote control it, and if you start to send a stream and change the configuration, would that not impact the subscription?
· Charles: Yes, but the user must anyway be aware of that.
· Thorsten: Nobody else can take control of this.
· Charles: Does the controller have to be connected to F-C?
· Paul s: No, that is only one use case. The controller can act as a proxy for F-C in case the source is more limited.
· Nik: What would be the remote control? It would have to be agreeable to all and be a minimum set. That could be a first step.
· Thorsten: It was earlier an assumption that the F-C and F-U was on the same device, but that need not be true. The controller can be anywhere.
· Thorsten: should we show F-RC and F-C as being separate or combined?
· Nik: let’s move the FLUS RC function outside of the FLUS Sink; also, it need not reside in the network
· Thorsten: maybe we need to also consider the FLUS Ctrl  to not be strictly in the FLUS source
· Charles: should the F-RC be unidirectional, into the FLUS RC in the UE?
· Nik moved the FLUS CTRL function s.t. it is not strictly residing in the FLUS Source
· Thorsten will take the comments and ideas discussed and produce a revision
The document was revised to 1168.
	S4-181168
	E-FLUS: Discussion of FLUS Architecture
	Ericsson LM
	12.5
	 S4-181173


Presented by Thorsten Lohmar of Ericsson.
Discussion:
· Charles: For the figure, can NAssS be either in network or UE?
· Thorsten: No, that we not the intent. The figure is intended to be generic and we can be specific in text.
· Nik: Is this supposed to be IMS or non-IMS?
· Thorsten: It might be easier to redraw. NassS should always be on network side. Need to think how to redraw.
· Nik: In the figure it seems like the control is always in the UE.
· Charles: Maybe split in IMS and non-IMS and redraw? Is this proposal for the TR?
· Thorsten: That is in another document.
· Nik: Believe both new pictures are useful. In first picture, doesn’t CTRL need F-RC too?
· Thorsten: No that was not the intent.
· Bo: In the first picture, the F-RC from the FLUS sink is reasonably rule-based that are in turn set up by F-C from the CTRL.
· Charles: Need to look at this a bit more. 
The document was revised to 1173.
	S4-181173
	E-FLUS: Discussion of FLUS Architecture
	Ericsson LM
	12.5
	S4-181177


Presented by Thorsten Lohmar of Ericsson.
Discussion:
· Thorsten: The reference figure in the TS may have to be updated and split between IMS and non-IMS.
· Charles: By definition, something related to the network assistance has to come from a different node. If it’s coming from a network device, it cannot come from the other side or a UE?
· Thorsten:This is just to make a distinction between network assistance and remote control.
· Charles: What it should have said is that network assistance and remote control can both be in the network but are separate functions.
· Paul: It is completely separate. It’s just confusing if it suggests that there is any connection between them.
· Thorsten: The network assistance is also providing some type of control command, but I agree with Paul that it is completely separate.
· Charles: Is the FLUS remote control always colocated with the media function?
· Thorsten: The controlled part of the FLUS source is always colocated with the media plane. Here, I’m talking about the two sides of the remote control function. On the UE side it is colocated with the media plane, but on the other side the remote control can be separate from the (receiving) media plane and can in principle be anywhere.
· Charles: Perhaps use “remote control slave function” and “remote control master function”? The “remote control master function” can also be on another device than a UE.
· Thorsten: Yes.
· <The document was edited on-screen>.
· Thorsten: The list of remote control commands should not suggest being exhaustive but it should be clear that it is an open list.
· Nik: Are the figures for inclusion in the TR?
· Thorsten: No.
The document was revised to 1177 that was agreed without presentation.
	S4-181169
	E-FLUS: Time Plan
	Qualcomm Incorporated
	12.5
	 


The document was agreed without presentation.
12.6 E2E_DELAY (Media Handling Aspects of RAN Delay Budget Reporting in MTSI)
	S4-181031
	Draft CR 26.114 on jitter buffer adaptation based on delay budget reporting
	Huawei Technologies Co. Ltd.
	12.6
	S4-181163


Presented by Ye-Kui of Huawei.
Discussion:
· Ozgur: Would like to make the terminology consistent with the TR and reference it.
· Bo: Why mention delay budget reporting specifically and not all of the other “control input”? Will the magnitude be more significant than other input to control the de-jitter buffer?
· Ye-Kui: We are introducing this feature now and it is a clarification.
· Ozgur: Can understand Bo’s comment. To be fair, we would have to add maybe 10’s of different input. The important part in this contribution is “to adapt the jitter buffer”. We will anyway discuss the delay budget reporting and methods to control the de-jitter buffer in other clauses.
· Ye-Kui: Is the delay budget information in RTCP?
· Ozgur: That is to be decided and we have input on that. Will be happy to integrate this in the CR.
· Kyunghun: In EVS, there is an entire TS related to the JBM. Will this impact that too? Suggest we check.
· Ozgur: Don’t think we will have to impact EVS. Touching that EVS JBM spec would also require we change the WI scope. I don’t see much value.
· Min (via phone): You say including delay budget reporting from the sender. Will that allow me to change the de-jitter buffer accordingly?
· Ozgur: This is inspired from the use case presented at S4#99 Rome meeting. You get a request from the sender to adapt the jitter buffer size. CDRX and jitter buffer size are two methods to change the delay. This contribution focuses on the de-jitter buffer.
· Min: Is the use case sending increased delay request feedback and using that to adjust the de-jitter buffer? In a CDRX scenario, the side that receive this information adjust its de-jitter buffer?
· Ozgur: Yes. The receiver has several tools to adapt to that request.
· Ye-Kui: The receiver can use whatever information it receives to adjust.
· Min: OK with that, but need to digest a little more.
· Ye-Kui: Can this also be used for video?
· Ozgur: In principle yes but this is only envisioned for speech that has a reference de-jitter buffer. We’re not recommending anything for video.
· Ye-Kui: We should not say “this shall not be used for video”.
· Ozgur: Correct, it may be used for video but we don’t know.
· Nik: Min, are you good?
· Min: Yes, right now but may come back.
The document was merged with 1163.
	S4-181033
	Proposed Timeplan for E2E_DELAY (v0.0.1)
	Intel (Rapporteur)
	12.6
	 


Presented by Ozgur of Intel.
The document was agreed.
	S4-181034
	CR 26.114-0441 Signaling of Delay Budget Information (Release 16)
	Intel
	12.6
	S4-181163


Presented by Ozgur of Intel.
Discussion:
· Ye-Kui: You’re saying that to support send-only and receive-only streams, you need both methods? Is that case common?
· Ozgur: It will be rare. For speech it should be bidirectional but for video it can perhaps more commonly be unidirectional.
· Bo: You can use RTCP-FB even if you have send-only and send-only stream. RTCP is not unidirectional in that sense.
· Ozgur: But using RTP header extension would be restricting to a single direction?
· Bo: Yes.
· Ozgur: This would make RTCP-FB more appropriate. We would need a revision of this document to remove the RTP header-extension part of it.
· Nik: Only report on sendrecv streams?
· Ozgur: No, that should go away.
· Bo: Suggest we clarify that “MTSI sender” is the RTP sender, not the RTCP sender and similar for the “MTSI receiver”.
· Nik: MTSI sender/receiver are already used a lot.
· Ozgur: We already have an architecture using it, but we can formally introduce the term.
· Min: Can the DBI be used to inform that an MTSI receiver changed its de-jitter buffer size and therefore changed delay budget?
· Ozgur: Yes.
· Min: Another scenario would be a handover. Which message would be used then?
· Ozgur: Sender always use the request, receiver report the available, also in the handover case.
· Bo: Is this delay applicable to specific payload types (PSFB type) or more to all RTP streams and payload types for an entire SDP media line (RTPFB type)?
· Ozgur: Could you have different de-jitter buffer sizes for different codecs?
· Min: Should in general be codec agnostic.
· Ozgur: So RTPFB type.
· Bo: Suggest to await IANA registration to specify message ID number of RTPFB type.
· Ozgur: Will work offline with interested parties.
A number of editorial changes were discussed and edited on-screen.
The document was revised to 1163.
	S4-181163
	CR 26.114-0441 rev 1 Signaling of Delay Budget Information (Release 16)
	Intel
	12.6
	S4-181176


Presented by Ozgur of Intel.
Discussion:
· Bo: Prefer that IANA allocates the RTPFB message number instead of already specifying ‘10’ here.
· Nik: Yes, prefer to use ‘X’ here for now and await IANA registration.
· Ozgur: OK, but 10 should be available.
· Nik: Min had some concerns yesterday around the handover use case.
· Ozgur: Yes, we don’t include anything of that in this text.
· Bo: I would like to have a “may” instead of “should” as the level of support in beginning of 6.2.X.
· Nik: Qualcomm would be OK with that.
· Ozgur: OK. Is it a “may” or “should” in RAN? We should align with them. After checking, RAN says “may” so it’s OK.
The document was revised to 1176 which was agreed without presentation.
	S4-181035
	Draft CR 26.114 Recommendations on use of RAN Delay Budget Reporting in MTSI
	Intel
	12.6
	 


Presented by Ozgur of Intel.
Discussion:
· Nik: Should this go into an Annex of examples?
· Ozgur: I’m open to that. Propose some informative examples and some normative procedures in text. I have a signaling flow that use end-to-end delay budget signaling without use of local DBI signaling. Most of it is informative to explain to implementers. There can be some normative recommendations as well.
· Nik: It would be nice to extract even the normative recommendations. 
· Bo: The value in a request, what does it mean?
· Ozgur: The delay delta that you would like to use.
· Nik: Is there a risk of race condition if you for example send several requests?
· Ozgur: Is it not possible to use the RTP timestamp?
· Bo: No, time stamp is not part of the general header in RTCP.
· Ozgur: We can put a value in the request and delay information that can resolve that. The RTCP request-information timing and loss handling should be addressed in this text. It is good that these procedures are described to possibly work even when DBI gets lost or isn’t available. Frequency of the DBI signaling should also be limited such that terminals do not continuously have to expect new delay budget signaling, both available delay notification and request message frequency needs to be limited. Please also note that nothing breaks if the messages are lost, this reverts us back to the autonomous mode of operation discussed in TR 26.910. DBI signaling gives us enhancements but its absence won’t break anything.
The document was noted.
12.7 5G_MEDIA_MTSI_ext (Media Handling Extensions for 5G Conversational Services)
	S4-181036
	Proposed Timeplan for 5G_MEDIA_MTSI_ext (v.0.0.1)
	Intel (Rapporteur)
	12.7
	 


Presented by Ozgur of Intel.
The document was agreed.
	S4-181037
	Discussion Paper on Proposed ANBR Enhancements
	Intel
	12.7
	 


Presented by Ozgur of Intel.
Discussion:
· Bo: Will you change the existing workflows in clause 10.7 of TS 26.114?
· Ozgur: No, just refer to them.
· Nik: On the sending UE receiving UL ANBR bullet for both speech and video, it might be good to take out the parenthesis.
· Stefan Doehla: For speech is it expected to strictly follow ANBR if it is supported? There could be UEs that are smarter than slaved to exactly follow ANBR.
· Ozgur: If you include the new attribute you are supposed to follow the described behavior, but we could define SDP parameters to the attribute on how the UE is following ANBR.
· Kyunghun: We usually allow some margin between behavior in specification and implementation.
· Ozgur: Now our specs say that ANBR can be ignored and even if it is supported, the current ANBR text only describes example procedures without any normative part.
· Nik: This SDP parameter only indicates that the UE supports reacting to ANBR but doesn’t account for ANBR support in the used access network, which is not so helpful for the remote UE.
· Ozgur: Propose that both UE capability is sent in SDP and UE+network capability is sent inband.
· Nik: How often do you expect to switch between accesses? When you do change, is there a reason to do a SDP renegotiation anyway (e.g., changes in the MBR/GBR because of handing off from NR to LTE)? Believe we need some time to study this.
· Stephane Ragot: Would like to check this and return maybe next meeting.
· Bo: The contributions says that there is existing signaling in S1/S1-U between eNB/gNB and MME to convey ANBR capability, is there existing signaling that can be used also between MME and PCRF?
· Ozgur: Believe so.
The proposals in clause 3 were discussed separately:
· Recommend support of ANBR as an adaptation trigger, as described by clause 10.7 of TS 26.114:
Agreeable
· Support for negotiation of radio capabilities on ANBR signaling. The mechanism for negotiation is TBD:
Agreeable
· Support for bitrate adaptation using ANBR can be signaled via an SDP-based capability through a new SDP attribute. Whether the eNB/gNB support is indicated by this attribute is TBD:
Agreeable
The document was noted.
	S4-181038
	CR 26.114-0436 Recommendations on Media Rate Adaptation (Release 16)
	Intel
	12.7
	 S4-181162


Presented by Ozgur of Intel.
Discussion:
· Ozgur: Fourth proposed change is not in SA4 scope and should be removed.
· Stefan Doehla: What is the reason for “10%” in the third change?
· Ozgur: That was already there in the TR. For any small changes, we don’t want to make requirement to send TMMBR.
· Bo: On the second proposed change, what should a UE supports both CMR and RTCP-APP do? Is there any already specified selection procedure between CMR or RTCP-APP that we could refer to?
· Ozgur: Regardless of which, we should make this apply to whichever is used.
· Nik: We should not in any case require to send both.
· Stephane: This proposed second change seems to go beyond just the scope of ANBR usage. We should get more evidence on whether adaptation is useful or not before making such recommendation.
· Ozgur: Are you suggesting to narrow the statement down to only using ANBR triggers for adaptation?
· Stephane R: Yes. We don’t see the logic we get with this adaptation.
· Ozgur: The MTSI senders can already see CMR messages today that they have to follow.
· Stephane R: In theory, yes, but in a majority of the cases CMR is not used in practice.
· Ozgur: Would you like to limit this to the case when ANBR is triggering?
· Stephane R: Yes, we would like to see strong evidence that the behavior is aligned between UEs. As a comparison, conditions to send CMR were very well specified and strict in the 2G/3G system.
· Ozgur: We can narrow this down to be applicable only to ANBR trigger. We would then also need similar changes to eVoLP specification. Is this comment also applicable to the video part of this text?
· Stephane R: Yes.
· Stefan Bruhn: The sentences seem long and contain a lot of information, which can be hard for a reader that doesn’t have sufficient background. Suggest to break it down to simpler sentences.
Document was revised to 1162.
	S4-181162
	CR 26.114-0436 rev 1 Recommendations on Media Rate Adaptation (Release 16)
	Intel
	12.7
	S4-181180 


Presented by Ozgur Oyman of Intel.
Discussion:
· Min: The ANBR has a direction, so it can be uplink or downlink. Do you mean the ANBR DL direction?
· Ozgur: Yes.
· Min: Do we have to emphasize this?
· Ozgur: The details are already described in the ANBR clause.
· Nik: I like the idea of clarifying this ANBR direction.
The document was revised to 1180 (rev 2), which was agreed without presentation.
	S4-181039
	Draft CR 26.114 Signaling of ANBR-Triggered Adaptation Capabilities
	Intel
	12.7
	 


Presented by Ozgur. Want high-level comments regarding the general solution outline in 1037-1040 on this meeting and want to delay detailed comments for later. In this document UE ANBR capability is expressed in SDP. We can e.g. also express more detailed capabilities.
Document was postponed.
	S4-181040
	Draft CR 26.114 Signaling of Radio Capability Information
	Intel
	12.7
	 


Presented by Ozgur. 
Document was postponed.
	S4-181041
	CR 26.114-0437 MTSI Client Profiles (Release 15)
	Intel, Ericsson LM
	12.7
	 


· Please see discussion on Tdoc 1042
The document was withdrawn.
	S4-181042
	CR 26.114-0438 MTSI Client Profiles (Release 16)
	Intel, Ericsson LM
	12.7
	 S4-181165


The document was presented by Ozgur of Intel.
Discussion:
· Imre: Can you motivate why introducing the constrained profile. Why are you not including WB, for example?
· Ozgur: In the TR we said that Constrained profile would adopt Rel-14. If we believe that devices can support WB, we can include it.
· Stephane R: I also think that such devices, e.g. watches, can support WB. Overall I think this is a good proposal but have a few minor comments. Also think that it impacts core network and don’t think it should be restricted to NB. Don’t believe that an Annex is the best approach to specify a profile, but this is purely editorial.
· Ozgur: Good suggestions. We can say that it shall support NB and WB and be specific in what version in Rel-14 it references. If there are other restrictions it is easy to point to other possible constraints from the annex, which may not be as simple from body text.
· Stefan D: We should be a bit more focused towards quality.
· Ozgur: We can stop at WB but the general expectation is to not mandate HEVC in this profile.
· Stefan D: Why don’t you recommend SWB?
· Ozgur: That could be OK, but even in Rel-14 SWB is recommended.
· Hiroyuki: NB is mandated but video is not mandated. Is that correct?
· Ozgur: This only describes the changes.
· Paolo: This is really a Rel-16 CR. Rel-15 is frozen. Suggest that we withdraw this and resubmit. Ozgur:
· Should be introduced in Rel-15 in the same manner and use category F.
· Paolo: Mark as withdrawn?
The document was revised to 1165.
	S4-181165
	CR 26.114-0438 rev 1 MTSI Client Profiles (Release 16)
	Intel, Ericsson LM, Sony Mobile Communications
	12.7
	 S4-181181


Presented by Ozgur Oyman of Intel.
Discussion:
· Stefan D: Believe a “may” for super-wideband and fullband can be discouraging to increase quality.
· Ozgur: Not sure that it would be acceptable to everyone.
· Ye.Kui: Are there no mandatory codec for video?
· Ozgur: Yes, but described in the body text. This annex only describes the changes.
· Nik: We can make the change to “should” here and take more comments in the plenary.
· Min: Will you mandate constrained devices to support video?
· Ozgur: No that is already described by clause 5.2.2. If you support video, H.264/AVC is mandatory.
The document was revised to 1181 (rev 2), which was agreed without presentation.
	S4-181098
	Suggestions regarding the speech profiles in 5G_MEDIA_MTSI_ext
	Sony Mobile Communications
	12.7
	 S4-181165


The document was presented by Peter Isberg of Sony.
Discussion:
· Imre: Agree that A, B, C classes can benefit Main Profile. I have some doubts that D and E class should be limited to NB and that they can include WB as well. Recommend to think about this aspect.
· Peter: We’re open to discuss this.
· Tomas T: Think it is really good to focus on the purpose for these classes and think that WB should be included in the lower classes.
· Stephane R: Would you support the previous input? If we would have new devices what would be the class for smart glasses?
· Peter: We support the previous input and we don’t think it is necessary . Smart glasses would be class E.
· Stefan D: Would you have strict device classification? What would be the classification if you have a device that can attach headphones?
· Peter: This is difficult. Acoustic design, battery, etc, will have an impact.
· Imre: Do you suggest that the SCC is included in the profile description?
· Peter: The classes are only to guide the reader.
· Imre: Do you want to include the classes into the specification?
· Peter: This is for discussion and intended to help the discussion. We’re open to what the group wants.
· Ozgur: This is consistent with the profiles and we can include this as informative text in a separate sub-clause, guiding the reader. The motivation to have the profiles described in an Annex is that it can be easier to refer to multiple parts of the specification that are affected by the profiles.
· Stephane R: It may not be so good to have a definition of the categories as a table.
· Peter: That’s perfectly fine and depends on how much forward-looking we want to be.
· Tomas T: Believe important to state the main purpose of speech communication for main profile.
The document was merged with 1165.
12.8 CHEM (Coverage and Handoff Enhancements for Multimedia)
	S4-181050
	CHEM Time Plan
	Rapporteur
	12.8
	S4-181170


Presented by Nik of Qualcomm.
Discussion:
· Nik: There are no need to await RAN2 LS response and a few minor editorial mistakes. I’ll send out a Doodle poll for the conference call dates before making an update.
· Ozgur: We should reconsider the time plan based on comments in the RAN2 LS in 1137.
· Nik: Yes.
The document was revised to 1170, which as agreed without presentation.
	S4-181056
	CHEM Robust Adaptation SDP Parameter
	Qualcomm Incorporated
	12.8
	S4-181171


Presented by Nikolai Leung of Qualcomm.
Discussion:
· Ozgur: On proposal bullet 1, is EVS-CAM
· Bo: What if you have another codec such as G.711 in the offer?
· Nik: Then the PCRF has to take the most robust mode of G.711 into account, if that codec is kept in the answer. It still does not make sense to adapt across codecs.
· Kyunghun: I have some concern wrt the IVAS people, if there’s some single most robust codec mode or if there are several possibilities.
· Nik: As part of the work item, there’s a proposal to list what those modes are in an Annex to TS 26.114. When IVAS is done, you can add those modes into that Annex and it will then be clear.
· Ozgur: Believe you’re referring to the TR. There we documented the highest tolerable PLR for a number of codecs. If we look at this SDP parameter, it is not only sending the PLR of the most robust mode which was listed in the TR. In the handoff context, there would still be a most robust configuration. This SDP parameter assumes that the codec mode is adapted.
· Nik: You say that in eVoLP we just moved to the most robust mode immediately. In this proposal we’re suggesting to list the PLR for all of the modes.
· Stephane: Characterization tests do not fully include network impacts, they also do not include ALR. Moreover some vendors could have better performance than characterization test results. As such we may not rely on the characterization tests. 
· Stephane: What about adaptation toward better quality than better robustness?
· Nik: We may think about that.
· Ozgur: If we include this a=rrcc it indicates the ability of the UE to send requests for a more or less robust mode, like CMR, RTCP-APP, or TMMBR.
· Nik: There’s  also rate adaptation e.g. based on ANBR, not only PLR adaptation.
· Ozgur: Isn’t that internal in the UE?
· Nik: There can be a UE that will only send TMMBR based on ANBR.
· Ozgur: How do we know or test that the UE can go to a more robust mode?
· Nik: You would have to make a test ramping PLR up/down and see that the UE requests other modes. I would be careful on how stringent you are in that test.
· Ozgur: There could be many UE types with different implementations and they can still be conformant to this vague specification. I think the consequences of going to a less robust mode has to be further analyzed.
· Nik: If we go into the conformance, and I don’t suggest we do that in this work item, that requirement to ramp up has to be more loose than the ramping down.
· Ozgur: Do you plan on bringing data for video?
· Min: We are talking of SRVCC?
· Nik: No, with this proposal the scope has expanded beyond that, even if it was SRVCC originally.
· Min: I think it is possible to go to a more robust mode also for video.
· Bo: On SDP parameter values, you have to cater for the case where the offerer supports a=rrcc and the answerer doesn’t, in which case it will not be included at all in the SDP answer, and the PCRF will anyway have to look at both SDP offer and answer.
· Nik: Yes, Then you can simplify this and have simply including the parameter indicate support. The contributor can update this for tomorrow’s session.
The document was revised to 1171.
	S4-181171
	CHEM Robust Adaptation SDP Parameter
	Qualcomm Incorporated
	12.8
	S4-181179


Presented by Nikolai Leung of Qualcomm
Discussion:
· Ozgur: We had “adapt” parameter defined in eVoLP but it was too generic and you wanted to include video. I’m OK to extend the parameter scope and would like to discuss this internally.
· Nik: Agree that the added text may be for further discussion. Can we agree on this with the added text if it is put in brackets, to indicate that it is for confirmation? (Seems agreeable).
· Kyunghun: This indicates that the UE can perform sophisticated analysis of the situation and act appropriately, but this may not be the case.
· Nik’: Agree. When we get into conformance discussions (not in this WI), that comment will be important.
The document was revised to 1179, which was agreed without presentation.
12.9 FS_mV2X (V2X Media Handling and Interaction)
	S4-181051
	Time plan for SI FS_mV2X v8
	Samsung Electronics Czech
	12.9
	 


The document was presented by Kyunghun. 
The document was agreed.
	S4-181052
	TR 26.985 V0.6.1 Vehicle-to-everything (V2X); Media handling and interaction
	Samsung Electronics Czech
	12.9
	S4-181166


The document was presented by Kyunghun. This is a minor update with only editorial changes.
The document was agreed and will be revised into 1166 (merging with other documents).
	S4-181166
	TR 26.985 V0.8.0 Vehicle-to-everything (V2X); Media handling and interaction
	Samsung Electronics Czech
	12.9
	 


Presented by Kyunghun Jung of Samsung.
The document was agreed.
	S4-181053
	pCR 26.985 V0.6.0 Proposed text for channel establishment and maintenance of PC5 links
	Samsung Electronics Czech
	12.9
	S4-181166


The document was presented by Kyunghun. 
The document was agreed and will be merged with 1166.
	S4-181054
	View of SDOs on Media-based V2X
	Samsung Electronics Czech
	12.9
	 


The document was presented by Kyunghun of Samsung.
Discussion:
· Charles: What is the difference between information sharing and sensor sharing?
· Kyunghun: Sometimes it is information from LIDAR and sometimes video. Information sharing can be driving information such as speed, trajectory, etc.
· Thorsten: 5GAA is not a standardization organization but an industry forum. Is there a specific proposal or is this just presented for information?
· Kyunghun: This was presented in RAN and asking opinion of automotive companies. This is the answer from the automotive companies. There is a general trend from message exchange to media exchange. The automotive organizations are meeting next week. Some of their use cases cannot be met by PC5 vehicle-to-vehicle.
· Nik: Is this for information?
· Kyunghun: Yes.
The document was noted.
	S4-181068
	pCR 26.985 Traffic characteristics of a Remote Driving traffic flows
	Ericsson LM
	12.9
	S4-181166


The document was presented by Thorsten of Ericsson
Discussion:
· Charles: What do you mean with “blue-light”?
· Thorsten: Ambulance, police, fire brigade. You need as a driver to be aware that blue-light cars are in proximity to adapt your way of driving. That is one motivation to have a microphone sending audio to the remote driver.
· Bo: In some parts of the world, like here in India, honking is an essential part of the way of driving and would therefore also motivate audio from the vehicles.
· Kyunghun: The automotive organizations use 3D (stereo) cameras. We can provide video to the roadside unit.
· Thorsten: Yes. I also mention LIDAR. The question is the realization. This is probably bursty uplink data. Should depth information be part of the visual data or part of the external status like trajectory? Not sure that cars have to create a 360 degree view.
· Kyunghun: Are there more text that are supposed to be in the conclusions clause?
· Thorsten: No, that is a mistake leftover and should be removed for now. The question is relevant; how is this going to be concluded?
· Kyunghun: We have time to discuss this with automotive organizations and with SA6.
· Nik (as Qualcomm, not as chair): How do you expect to use different QoS flows?
· Thorsten: I think this is different PDU sessions and possibly different network slices? You can have multiple PDU sessions and different QoS flows in there.
· Nik: Don’t know how App IDs are used.
· Thorsten: Don’t know exactly how to configure different QoS flows, but assume that existing Npcf and Rx interfaces can be used for different 5-tuples. Assume that the maneuver instructions can use the same protocol or use the same ports. If you’re using the Qualcomm-proposed new 5QIs with 10-7 to 10-8 PLR, TCP is probably OK because there will be no loss.
· Nik: For that low PLR, the latency is not that low, like 150 ms.
· Thorsten: It is essential to get acknowledgement.
· Bo: In some cases it could be more important to get a new command through and avoid head-of-line blocking for another command and TCP might not be fully appropriate.
· Thorsten: Yes, but in other cases the sequence of commands is essential, like when first braking and then turning.
· Nik: In fast loss detection,  do you need lower layer indication?
· Thorsten: Assuming that the radio level does this checking.
· Nik: Have some proposed editorial changes. What about acknowledgements and rate adaptation?
· Thorsten: Assume that video is not only unidirectional, but there can be feedback to achieve rate adaptation.
· Nik: You say this is either not present or low bitrate?
· Thorsten: Maybe not necessary to have rate adaptation, but perhaps it is needed and then there is only low bitrate downlink control information and no downlink video.
· Nik: If acceptable, will send the editorial changes to Kyunghun.
The document with the discussed changes was merged with 1166.
12.10 Others including TEI
	S4-181123
	CR 26.114-0442 Correction to MTSI network preference management object tree (Release 16)
	ORANGE
	12.10
	 


Presented by Stephane Ragot of Orange.
Discussion:
· Min (via phone): Is it reasonable to have Br and Bw mandatory?
· Stephane: The proposed change only aligns figure with existing text and does not change the text itself.
· Kyunghun: Why not change to optional everywhere?
· Min: For example, do you have to include Bw when supporting all bitrates?
· Nik: There does not seem to be objections to the CR itself, but the topic on underlying text may need some further discussion.
The document was postponed.
	S4-181044
	CR 26.114-0439 Correction in SDP Example for imageattr (Release 16)
	Intel
	12.10
	 S4-181161


Presented by Ozgur of Intel.
Discussion:
· Bo: Disagree to this change since imageattr expresses a preference but is not authoritative and should not make the call setup to fail. The only authoritative conformance point that could make the call fail is the video level and making this change would therefore be substantial.
· Kyunghun: Agree that there is nothing in the corresponding imageattr RFC 6236 that suggests it is authoritative. There may also not be any text or example in that RFC describing the case where SDP answer has a different resolution than the offer.
· Ozgur: The document CR number must be changed.
The document was revised to 1161. 
	S4-181161
	CR 26.114-0439 rev 1 Correction in SDP Example for imageattr (Release 16)
	Intel
	12.10
	 


Presented by Ozgur Oyman of Intel.
Discussion:
· Min: Would like to see that further negotiation is also allowed. A second round of offer and answer should be allowed.
· Nik: “The offering client may…” or proceed 
· Bo: What would such re-offer/answer contain?
· Min: Like described by RFC 6236 issue another offer without imageattr.
· Ozgur: If you remove the imageattr, what is the value of that?
· Min: In the RFC, you remove the imageattr. When imageattr is in the SDP, it can be expected that resolution is used. We can make this clear in the main text, not only here.
· Bo: I would like to avoid unnecessary SDP re-negotiation, because I don’t believe it provides any added value in this case. I think the text in the RFC tries to provide a stopping point to avoid repeated and failing re-negotiations.
· Nik: We would like to avoid unnecessary SDP re-negotiation. This example text should not contain a “should”. That we do not need to follow the RFC must be in normative text.
· Kyunghun: This is an unusual case in standardization. This was completed in 2009 and was targeted towards OTT-type applications. OTT started using it from 2010 and MTSI in 2014. I’ve seen various usages closer to Min’s proposal. Many handset manufacturers does not take profile and level into account, only imageattr. You have to be really careful when making such changes.
· Ozgur: How do you resolve the mismatch issue? Do you re-negotiate until you find a common set of attributes. There should also be a set of values that you standardize, but we don’t have them in MTSI.
· Kyunghun: Call setup time is a key KPI and operators don’t want re-negotiation, especially for UE within a single operator. Between operators, SDP is typically modified.
· Ozgur: Do you say that ALG will impose imageattr?
· Kyunghun: It will take out the larger ones.
· Bo: But if those remaining are not an exact match, you will have failure anway?
· Ozgur: Yes, to impose the re-negotiation, you have to say a bit more in the specification what is expected to be offered.
· Kyunghun: To make a call between two UEs, this has to be decided years in advance, as part of the operator requirements on the UE vendors.
· Ozgur: Then the probability of needing re-negotiations is really small?
· Kyunghun: Yes.
· Ozgur: I prefer to not even mentioning the re-negotiation. Mentioning that we violate the RFC is not even needed.
· Min: I think we need to say something, especially if we deviate from the RFC.
· Ozgur: “Provided that a pre-defined set of imageattr values are specified…”, the imageattr negotiation should in principle be successful with very high probability. In the unlikely case of no agreement, our spec could say we will not follow the RFC and will not renegotiate
· Nik: In case of the failure, we have to re-negotiate?
· Ozgur: We have to specify what to do in case of failure.
· Min: The RFC already specifies what to do. We can make a comprehensive change at next meeting. Suggest to have no change for now.
The document was postponed.
12.11 New Work / New Work Items and Study Items
	S4-181030
	New Work Item on "Virtual Reality Support for 5G Conversational Services"
	Huawei Technologies Co. Ltd., Intel, Nokia Corporation, LG Electronics Inc., KPN N. V., InterDigital Communications, Samsung Electronics Co., Ltd., China Mobile Com. Corporation, Deutsche Telekom AG
	12.11
	 S4-181164


The document was presented by Ye-Kui.
Discussion:
· Tomas T: What is meant by “codec configuration”? What would be the “format” for IVAS?
· Ye-Kui: For video, configuration would be profile and level, but something similar for IVAS.
· Stefan Bruhn: For characterization we would need available characterization. This will be challenging for IVAS but may be available for HEVC. We should define realistic WI. IVAS may not even make it into Rel-16. Suggest to take this into account from the beginning and formulate that it might first focus on video only.
· Ye-Kui: We could describe what to do if IVAS would be delayed.
· Imre: There are several options in what to do with the timeline. We could also make this WI adapt to the timeline of IVAS.
· Stefan B: Even if IVAS would make it in Rel-16, it would take additional time to create characterization results and that will not be early Rel-16.
· Stephane R: Think we should clarify that there should be a recommendation on how to use IVAS SDP and RTP payload formats. There seems to be an overlap with IVAS work item.
· Ozgur: Yes, SDP and RTP payload format will be defined in IVAS, but how they should be reused for this use case should be in this scope.
· Stephane R: Yes, but this should be clarified.
· Imed: Please clarify “media processing” in point d.
· Ye-Kui: We expect to use RTCP to feedback what is my presentation and what viewport you would like to see.
· Ozgur: Yes, the sender can then customize the encoder.
· Imed: So this is happening in the UE? Are you already describing the solution?
· Ozgur: Only describing options on solution.
· Imed: Yes, but you are already excluding websocket.
· Ozgur: Yes because MTSI is not using websockets today.
· Imed: But it is interworking with WebRTC for example. Maybe using SIP instead.
· Ozgur: We can generalize that text, allowing also other solutions.
· Nik: Anyone else want to be involved in offline discussions? (At least Fraunhofer and Dolby expressed interest). We will discuss this further in MTSI washup sessions.
The document was revised to 1164.
	S4-181164
	New Work Item on "Virtual Reality Support for 5G Conversational Services"
	Huawei Technologies Co. Ltd., Intel, Nokia Corporation, LG Electronics Inc., KPN N. V., InterDigital Communications, Samsung Electronics Co., Ltd., China Mobile Com. Corporation, Deutsche Telekom AG
	12.11
	S4-181182


Presented by Ye-Kui Wang of Huawei.
Discussion:
· Nik: Is the returned 2D video capture of the user wearing the HMD?
· Simon: We capture the RGB and depth and can place the user in a virtual scene. For now we capture with the HMD but in the future the HMD can be virtually removed. You don’t have eye gaze but you get a feeling of the person.
· <The document was discussed and edited on-screen>.
The document was revised to 1182, which was agreed without presentation.
	S4-181101
	IVAS Requirements for 5G_VR_Conv
	Fraunhofer IIS
	8.5
	 


The document was presented by Markus Multrus of Fraunhofer in a joint session with EVS and SQ SWG.
Discussion:
· Stefan B: There are things related to EVS and MTSI, but also to only EVS. Will we have further discussion also in EVS?
· Imre: Take joint aspects here and we can continue in EVS SWG.
· Stefan B: Good with requirements based on use cases. To be fair, you should also mention various contributions on IVAS use cases. We also proposed IVAS conferencing. We considered potential complexity of the server attending a conference. It would be difficult to assess that here. We should include performance requirements. We need to discuss this in more detail in EVS SWG.
· Tomas T: Do you mean that we should focus on this use case for IVAS?
· Markus: IVAS is a potentially huge undertaking and we don’t have clearly defined use cases, input formats, rendering options, etc. That is a huge potential to delay this. We should make something clear and focus on this use case now.
· Bernard: In use case B, is it also envisaged that you do some rendering in the conference room like spatialize?
· Markus: I envision that the people in the conference room can map people into positions through the decoder or renderer.
· Lasse: Don’t think that it is correct to restrict the IVAS to audiovisual use cases, but should also focus on audio-only use cases. We should have a holistic approach.
· Stefan B: I would strongly agree with Lasse. This conferencing use case with HMD for individual participants is a niche use case and we should have a broad audition on what IVAS can provide in terms of immersive experience. It should not be so strongly connected to using HMDs. IVAS should not cover only conferencing but also immersive telephony.
· Markus: Don’t think that makes a big difference.
· Stephane R: For EVS we had a discussion of use cases and we put them in an Annex. Believe we have the same situation here.
· Nik: This seems to be very IVAS-related. Are there any questions from MTSI on conference that is related to this discussion?
· Paolo: It’s nice to set requirements but you must be able to test them. It would be nice to link requirements with corresponding tests.
· Nik: Suggest that Ye-Kui joins the EVS discussion.
· Imre: We will continue this in the EVS SWG.
12.12 Any Other Business
There was no other business.
12.13 Close of the session
The MTSI SWG chairman, Nikolai Leung thanked the delegates and closed the session at 12:11 on Thursday October 18, 2018.
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