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*** First Change ***

6.4.1
Support for remote driving
In this basic use case, media streams including the audio-visual information of scenes in several directions around the vehicle are transmitted in the uplink. It would be essential to maintain the QoS during the operation, e.g., by using MTSI or FLUS that supports IMS. Each stream may be assigned a bit-rate or a resolution that depends on its relative importance in the remote control of vehicle, which may also depend on the roadside situation.

For example, streams corresponding to the side or backward directions may be considered more important than the stream for the front when moving a car stopped in the first lane to the roadside. The inside-vehicles video may cover a wide angle or be made up of by stitching images captured by multiple cameras, as they are not used for controlling purposes. In contrast, the outside-vehicle videos would have to be captured as conventional images, to avoid the distortion that may compromise the accuracy of remote driving.

6.4.1.1
Description
TS 22.186 [5] contains a use-case around Remote Driving (Clause 5.4 in TR 22.886 [3]). The use-case is subdivided into several sub cases. TR 22.886 lists a human as remote driver or a “cloud” as possible remote driver. In case of a “Cloud” based driver, a remote driving application server is deployed using cloud computing technologies.

Here, we focus on the case of a human as a remote driver. Figure 1 depicts an illustration of the setup. The Remote Driving (RD) application on the UE side collects information from various sensors and also connects to the engine, steering and braking system for command execution (automation system actuators). Note, this is an example list of potential sensors and actuators.
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Figure 6.4-1: Application flows in Remote Driving (RD) concept
On the remote driver side, a Remote Driving (RD) application dispatches the incoming information to appropriate rendering devices, such as display or sound system. The RD is also converting the controller device actions into a protocol, which provides the manoeuvre instructions to the vehicle.
It is assumed that the vehicle has no (or very limited) additional local advanced driver assistance systems (ADAS), so the vehicle is a Level of Automation (LoA) 0 type of vehicle, which is remotely operated. Accordingly, there is a high dependency on the network performance, e.g. reliability, latency and bitrate.

It can be observed, that the architecture setup for sending video, audio and sensor data to the remote driver is very similar to the Uplink Streaming architecture (FLUS) in TS 26.238 [17] and TR 26.939 [18].
In some cases, a bi-directional speech channel can be available, which allows the remote driver to speak with vehicle passengers. This speech channel is separated from the video & audio traffic flows.
6.4.1.2
Leveraging 5G QoS framework
A number of different application traffic flows can benefit from the 3GPP QoS framework. There are different possibilities to provide QoS support for the different service flows.
When QoS support is available from the network, it is beneficial to separate the above described traffic flows due to different importance and QoS requirements. 

· The uplink video & audio flows should be separated from the uplink sensor data flows to secure a different traffic handling priority of the uplink sensor data. Potentially, audio and video should be further separated, where video has a higher priority than audio (external microphone).
· When the sensor information is needed for haptic type of feedback, then the sensor data may have a higher priority than video and audio data.
· The manoever instructions are downlink and should be separated from the other traffic due to importance. 
· The conversational speech channel should be separated as usual conversational service traffic.

The traffic characetistics and the network performance expectation are:
Manoeuvre instructions (actor instructions) are remote control instructions from the remote driver to the vehicle to e.g. accelerate or brake. Manoeuver instructions might be generated and send triggered by a control event, like a brake instruction. The vehicle acknowledges the reception of the instruction (e.g. implicitly via TCP or an explicit UDP acknowledge). Packet losses will delay the execution of the manoeuvre instruction, when the instruction needs to be retransmitted. 
Key traffic characteristics:

· Event based instructions, e.g. instruction to brake triggered by the remote driver. 
· Instructions are downlink (from remote driver to the vehicle). Manoeuver instructions should be acknowleged (uplink). 
· Instructions should be provided reliably and at low latency. TCP or UDP can be used.
· Sporadic traffic, sometimes bursty, depending on manoeuver instructions.
· Message sizes may be small and the instruction stream may be low in bitrate.
Expectation on the system:

· Low Latency (ie. Fast instruction execution or fast loss detection).
· Low loss rate (i.e. RAN is preferably handling error recovery).
The video (camera) and audio (microphone) sensor data (maybe also radar or lidar sensor data) may be very high in bitrate and very bursty. There may be one or more video cameras facing to front. Additional rear video cameras may provide a backward view. Microphones are recording the external sound to e.g. for emergency vehicle early identification. Audio & video traffic flows are mostly unidirectional from vehicle to remote driver. Acknowledgements (for error detection) or other downlink traffic (e.g. rate adaptation) is either not present or at low bitrate.
Key traffic characteristics:

· Traffic is high bitrate (multiple cameras and microphones), unidirectional from remote driver to the vehicle.
· Potentially no reception acknowledgement for error detection. 

· Rate adaptation commands. 

· Video traffic is typically generally very bursty.
Expectation on the system:

· Low Latency

· Low loss rate, bounded by latency (low latency is of higher importance than loss rate)
Potentially, audio and video should also be separated. The video flow is more important than the external microphone (audio) flow.
The vehicle status sensor (Acceleration, Speed, direction, Position, etc) data may be send with a fixed interval, e.g. 10Hz or with a vehicle depending frequency. A sensor reading is typically only some few bytes. The status sensor data flow is unidirectional, from the vehicle to the remote driver. Acknowledgements, etc are ffs.
Key traffic characteristics:

· Moderate bitrate, unidirectional from remote driver to the vehicle

· Reception acknowledgement for error detection and error recovery (some sensor streams might be essential). 

· Constant bitrate and continuous traffic flow 
Expectation on the system:

· Low Latency, potentially tactile requirements
· Low loss rate, bounded by latency

When a conversational speech channel exists to allow direct communication between the remote driver and vehicle passengers, the speech channel is a bi directional channel, with same (symmetric) characteristics in both directions.
6.4.1.3
Potential requirements
The system may support high quality at low latency video in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] can be considered.

The system may support decent quality at low latency audio in uplink direction. The re-use of the Framework for Live Uplink Video (FLUS) [17] can be considered.
The system may support a separate speech communication channel, which is separated from other, driving related audio, video and data channels.
The system may support undefined quality at low latency sensor data in uplink direction, such as speed, acceleration, etc. Carrying appropriate sensor data formats can be studied e.g. for FLUS.

The system may use 3GPP defined QoS Framework e.g. as discussed in TR 26.939 [18]. Several QoS flows may be activated for the remote driving application.
The system may be rate adaptive so that e.g. the video quality can adjust to changing network conditions.

The system may be latency adaptive so that e.g. the video compression can be adapted to the latency requirement, for achieving a suitable coding latency vs. compression efficiency trade-off, depending on the current latency requirement.

The system may support low latency, low bitrate command distribution scheme to send vehicle control commands from the Remote driver to the vehicle.
More 
6.4.1.4
Conclusions
