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1. Scope

This document presents a general algorithmic description of the Nokia candidate solution for the GSM Noise suppression for AMR (AMR/NS) selection.

2. Noise suppression methodology

2.1 Introduction

To improve the quality of digital communication in noisy conditions Nokia’s AMR/NS candidate solution attempts to reduce the contribution of environmental noise superimposed on the speech encoder signal in a controlled manner. The primary target addressed by the algorithm is to minimise detrimental effects of the background noise in the speech coding process, both in the form of reduced performance of speech reconstruction and through the annoying effect of the distortion undergone by the noise signal.

The Nokia AMR/NS solution candidate is based on frequency domain processing where a high emphasis is given to the estimation of the frequency distribution of the background noise and the speech signal contaminated by the noise.

One key parameter in the algorithm design is the amount of noise attenuation desired. We have focused on retaining undistorted speech quality as well as possible in all conditions. For this purpose, the amount of noise attenuation has been made dependent on the estimated SNR so that in low SNR conditions, less attenuation is applied than in moderate SNR conditions. Furthermore, in very good SNR conditions, the attenuation level is tuned milder for retaining the background context information carried by the background noise. Another motivation for this kind of attenuation control is attempting to avoid speech distortion in a tandem of noise suppressors that may be faced when locating the noise suppression in the downlink speech path.
2.2 Frame processing and windowing

Input frame creation.  In the Nokia AMR/NS candidate, a frame length of 80 samples is used. Of the new input samples, the latest half belong to the look-ahead segment of the autocorrelation analysis of the AMR speech encoder. The new input samples are appended to a 40 sample sequence constituting an input overlap segment buffer which has been stored in the previous frame and that will be consequently replaced by the last 40 samples of the new input frame for use in the next frame. A window function is then applied on the resulting input frame. The leading 40 sample edge of this window function is the same as the leading 40 samples of the window function applied for the look-ahead part of the autocorrelation analysis window of the speech encoder, and the trailing edge of 40 samples has been obtained by subtracting the leading edge function from unity. The resulting input vector is finally appended with 8 zeros to the length of 128 samples to produce an input for a length 128 Fast Fourier Transform (FFT).

Time-frequency transformations, frequency domain filtering.  An FFT is executed on the input frame to extract the frequency spectrum of the frame. An amplitude spectrum is calculated from the complex FFT with a pre-specified frequency band division that is more coarse than the frequency resolution offered by the FFT length. Furthermore, the bands are of unequal width and those corresponding to higher frequencies are wider than those in the low frequency area. The division is based on statistical knowledge on average positions of formant frequencies in speech. The frequency bands determined by this division are called calculation bands later in this document. Based on this amplitude spectrum representation, signal presence is then estimated to calculate noise suppression gain coefficients for each of the calculation bands. An essential part of this computation is establishing and maintaining an estimate of the amplitude spectrum of the background noise. This estimation scheme comprises an internal voice activity detection (VAD) for controlling the updating procedure of the background spectrum estimate. The input complex FFT bins are finally multiplied by the gain coefficients within the corresponding calculation bands. Finally, the modified complex spectrum is transformed back to the time domain with the use of an inverse FFT (IFFT).

Output frame creation.  An output time domain frame is produced through an overlap-add procedure. Here, the earliest 40 samples of the processed frame, residing under the extent of the trailing edge of the window function, are added on the latest samples stored from the previous frame that, on their behalf, have been subjected to the leading edge of the window function. These samples stored in the previous frames constitute the output overlap segment buffer and will be replaced by the leading edge of the newly processed frame after the overlap-add procedure.

2.3 Amplitude spectrum computation

At each FFT bin, the complex value is squared to produce the energy of the bin. Consequently, we sum the squared values within each of the calculation bands and take a square root of the sum, which yields an amplitude representation on each calculation band.

The background noise spectrum estimate is also based on the same amplitude spectrum representation. Updating procedures of the background spectrum estimate are explained below.

The reduction of the number of spectral bins to be processed decreases the computational load of the algorithm and leads to savings in both dynamic and static random access memory (RAM). Moreover, the summing in the frequency domain causes an averaging effect that has a smoothing influence on the enhanced speech.

2.4 Estimation of underlying speech amplitude spectrum

To perform noise reduction we attempt to estimate the spectrum of the speech signal degraded by additional background noise. For this purpose, we compute and apply gain coefficients in each calculation band via modified Wiener filtering based on the amplitude spectrum estimates of the incoming speech frame and of the background noise process. Finally, the complex spectrum bins at frequencies below the calculation band of the lowest frequency are multiplied with the gain coefficient corresponding to the lowest calculation band and the gain coefficient corresponding to the highest calculation band is applied to the bins above it.

2.4.1 Modified Wiener estimation

The gain computation formula for Wiener amplitude estimation for any frequency bin 
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 can be written as
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where 
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 is the a priori SNR. For notational clarity and to avoid confusion of the frequency quantities, we use the symbol s in the following to refer to a calculation band (see 2.2) to distinguish from 
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 used to denote an FFT bin. Furthermore, to calculate a gain coefficient within a calculation band, we use a modification of the basic Wiener amplitude estimator, represented as
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(2.2)

As Eqs. (2.1) and (2.2) reveal, the modification in Wiener filtering comes essentially in the estimation of the a priori SNR at each calculation frequency band. There is, naturally, no way to extract the true a priori SNR of the underlying clean speech from a one channel signal since the original speech and noise signals are not known a priori. Hence, a good performance in estimating the speech-to-noise ratio is of the basis of successful noise reduction via Wiener filtering.

2.4.2 Estimation of a priori SNR

One approach for the estimation of the a priori SNR suggested in [1] is:
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Here, 
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 is the a posteriori SNR of frame number n, calculated as the ratio of the components of the power spectrum of the current frame and the background noise power spectrum estimate at calculation frequency bin (. 
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This estimate of the a priori SNR performs rather well in high SNR conditions and, more generally, at frequency bands where speech presence can be accurately measured. However, as the Wiener estimation formula has a strongly steepening slope toward low SNR and the estimate of (2.3) performs poorly at low SNR, its direct application in (2.1) causes annoying effects at low SNR frequency bands when only some speech is present. In addition to speech distortion, the residual noise easily becomes unsteady and disturbing.

We next cover measures followed in the Nokia AMR candidate to improve the estimation of the a priori SNR with regard to subjective quality with a Wiener filter based gain function. The first step is to carry out the calculation in the calculation bands explained above instead of at every FFT bin to reduce the variance of the spectral components:


[image: image15.wmf](

)

[

]

(

)

1

)

,

(

)

1

(

)

1

,

(

),

1

,

(

)

,

(

ˆ

-

F

-

+

-

-

Y

=

n

P

n

s

n

s

G

n

s

q

g

a

g

a

x


(2.4)

Secondly, the SNR estimate of Eq. (2.4) is bound from below:
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This step further smoothens the residual background noise and reduces speech distortion.

Next, we introduce what we call an SNR correction to the a priori SNR estimate. This is a means to mitigate a recognised under-estimating bias present in the a priori SNR estimate of (2.3) in low SNR conditions which causes muffling and distortion of the enhanced speech. To accomplish the SNR correction, we need to be able to monitor the SNR conditions at the input. For this purpose, we establish long time noisy speech level and noise level estimates by filtering the frame amplitudes and the background noise spectrum estimate averages, respectively.

To obtain the speech level estimate, we first find the average amplitude in the current speech frame by averaging over the calculation bands of the amplitude spectrum. Subsequently, we filter the frame amplitudes with a variable forgetting factor and a variable frame delay to end up with the noisy speech level estimate. In order to update the noisy speech level estimate only in frames that actually contain speech, the updating is allowed or prohibited depending on voice activity in the present and nearby frames as expressed by the internal VAD algorithm. A delay is introduced to be able to monitor the VAD decisions both before and after the frame from which the updating amplitude is obtained. With this precaution, we can diminish the impact on the speech level estimate of faint amplitudes in frames representing transitions between noisy speech and pure noise and compensate for the reduced reliability of the VAD decisions in these frames in low SNR conditions. The delay is, furthermore, made variable in a non-linear way: for frames with a very high frame amplitude, the minimum frame amplitude is selected within those of the latest three frames for which the VAD detects speech.

To favour updating with frame amplitudes that represent the mean range of the noisy speech amplitude, the forgetting factor assumes values allowing fastest updating in cases where the difference between the current frame amplitude and the old speech level estimate is small in absolute value.

The noise level estimate is obtained by frame-by-frame filtering of the average spectral amplitude in the background noise spectrum estimate. In this case, no additional VAD based conditions are needed and no variation is applied in the forgetting factor since the updating procedure of the noise spectrum estimate is already highly reliable.

Finally, we define a relative noise level indicator to be used as an SNR correction factor. This is a scaled and bounded squared ratio of the noise level estimate to the noisy speech level estimate:
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where 
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 is the noise level estimate and 
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 is a scaling factor, and 
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 is the high bound of the result.

The SNR correction is, finally, applied to the a priori SNR estimate as a non-linear function:
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to obtain the modified a priori SNR for substitution in Eq. (2.2).

A beneficial characteristic for the SNR correction function is such that the a priori SNR at each calculation band increases with decreasing relative noise level. This decreases the distortion caused to speech by the reduced reliability of the SNR estimation at low SNR conditions.

Eq.  (2.4) also comprises a characteristic according to which the noise attenuation level is decreased in very good SNR conditions. This approach has been chosen to preserve a sufficient level of residual background noise in the transmitted signal to convey context information to the receiving party. Furthermore, this kind of attenuation control improves the speech quality in a tandem of noise suppression stages that can be faced if noise suppression is applied in the network downlink speech path. As the first noise suppression stage improves the SNR to a higher range, the latter NS will according to this methodology apply a milder attenuation, hence avoiding excessive speech distortion.

2.5 Minimum gain principle

To ensure a good response to transients in speech, the noise attenuation gain coefficients in (2.2) have to react quickly to speech activity. Unfortunately, increased sensitivity of the suppression coefficients to speech transients may also increase their sensitivity to non-stationary noise.

This problem can be efficiently alleviated by a minimum gain search. The minimum gain approach is motivated by the fact that in the short term, signal power changes more slowly and in a less random manner in active speech than in noise at each frequency component. In the minimum gain search method, the minimum values of the suppression coefficients 
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 in Eq. (2.2) at each calculation band s are searched for from the current and from one to two past frames. Whether one or two past frames are considered depends on the VAD decision on the current frame:
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where 
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denotes the suppression coefficient at calculation band s in frame n after the minimum gain search and 
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 represents the output of the voice activity detector.

The minimum gain search has a smoothening and stabilizing effect on the output of the noise suppression algorithm. The quality of the residual background noise is improved and quickly varying background noise components can be attenuated more efficiently.

2.6 Estimation of background noise spectrum

2.6.1 Basic principle of background noise spectrum estimation

Estimation of the background noise spectrum is a key component of a noise reduction method operating in the frequency domain. The basic idea in our method of estimating the background noise spectrum is to average amplitude spectra of input signal frames during periods of no speech activity. Thus the main control information needed is the output of the internal VAD algorithm (section 2.7). If the VAD indicates a speech pause, the amplitude spectrum of the present frame is added with a predefined weight to the old background noise spectrum estimate multiplied by a forgetting factor:
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where 
[image: image28.wmf](

)

N

s

n

-

1

 is the component of the background noise spectrum estimate representing frequency band s from the previous frame (frame n), 
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 is the corresponding component of the background spectrum estimate after the update in the present frame, and 
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 is the forgetting factor.

2.6.2 Delayed updating of the background noise spectrum estimate

Because the VAD gives only a two-state output, determination of the beginning of an utterance always brings about a trade-off. It may occur that in the very beginning of a speech utterance the VAD continues indicating noise for a couple of frames. Thus, the first frame of speech may be classified as noise and updating of the background spectrum is offered with a spectrum containing speech. The same may happen at the end of an utterance.

This problem can be eluded by screening a window of VAD decisions before and after a frame before it is used to update the background spectrum estimate. Then the background spectrum can be updated with a delay by a using a stored amplitude spectrum of a past frame.

In the Nokia AMR/NS candidate solution, updating of the background spectrum estimate is accomplished in two stages. Firstly, a temporary power spectrum estimate is created by updating the background spectrum estimate with the amplitude spectrum of the present frame. For this updating to take place, one of the following three conditions needs to be met:

1. The VAD has indicated noise for the present and three past frames

2. The signal is judged as stationary for a required number of frames (see below for stationarity evaluation)

3. The power spectrum of the present frame is lower than the background spectrum estimate at any of the calculation bands.

Secondly, the resulting temporary power spectrum estimate is copied to the actual background spectrum estimate in the following frame in any other case than if the VAD indicates speech for the new frame and has indicated noise for three earlier frames. In this particular case, which corresponds to the situation discussed in the beginning of this section, the opposite measure is taken, i.e., the background spectrum estimate is copied back to the temporary power spectrum estimate as a resetting procedure.

2.6.3 Background noise spectrum estimate control by stationarity

The basic principle of background noise spectrum estimation presented in section 2.6.1 comprises the pitfall that the background spectrum estimation is controlled by the VAD, but on the other hand, the VAD relies on the background spectrum estimate (see description of the VAD below). If now the background noise level suddenly increases, input frames may be continuously interpreted as speech and the background spectrum estimate will lose track of the noise process.

To detect and remedy the above problem, the stationarity of the input signal is evaluated during periods that the VAD classifies as speech. A counter is maintained of successive speech decisions from the VAD. This counter is called the false speech detection counter later in this document. At initialisation, the counter is set at a positive number. During execution of the noise reduction processing, if the input signal is considered stationary enough and the present frame is interpreted as speech, the false speech detection counter is decremented. If stationarity is indicated and the VAD indicates noise for the present frame but some of the past few frames have produced a ‘1’, the counter is not modified. If, on the other hand, the input signal is judged as non-stationary, the counter is reset to the initialisation value. Whenever the counter reaches zero, the background spectrum is updated. Finally, if a pre-specified number of VAD decisions indicating noise are obtained in a row, the false speech detection counter is also reset. This action is based on the assumption that the succession of noise decisions from the VAD gives sufficient evidence that the background spectrum estimate has again reached the prevailing noise level.

Stationarity evaluation.  To decide if the present frame represents a stationary signal, a short-time average of the input signal amplitude spectrum is maintained by recursive averaging. A spectral distance is calculated between the amplitude spectrum of the present frame and the short-time average spectrum. If the spectral distance exceeds a pre-defined threshold value, the signal is judged as non-stationary; otherwise stationarity is assumed.

2.6.4 Continuous down-updating of the background spectrum estimate

Each component of the background spectrum estimate is updated, in addition to the basic VAD based update scheme (section 2.6.1) and the recovery scheme (section 2.6.3), in every frame if the corresponding component of the amplitude spectrum of the present frame is smaller. A justification for this approach is that noise alone never should present a higher amplitude at a calculation band than the input noisy speech. Furthermore, this formulation would help to recover soon from a possible erroneous forced updating that might be accomplished in a real speech frame due to the recovery scheme presented above.

In practice this down-updating is carried out by updating the temporary background amplitude spectrum estimate discussed above in section 2.6.2. Thus, this step is omitted at a frame in which the temporary background amplitude spectrum is reset to the actual background spectrum estimate. As this may occur in the end of a sequence of low power frames (which would have been interpreted as noise by the VAD), it is improbable that the new frame would be particularly useful for the down-updating operation.

2.6.5 Background noise estimation control through pitch and tone detection

The AMR/NS candidate solution of Nokia utilises the AMR speech codec VAD functionality to further enhance the quality of its background noise estimate. Namely, the the recovery scheme from possible false speech detections is controlled by utilising the pitch and tone flag information available at the VAD registers. Speech phonemes sometimes manifest a highly stationary frequency spectrum during a short interval, which might lead to initiating the recovery scheme during such a phoneme. A similar situation might occur in the case of signalling tones, particularly if the noise suppression function were located in the network downlink path.

Now whenever a sufficient number of successive pitch or tone indications have been recorded by the AMR VAD, the false speech detection counter is reset to its initialisation value. Including this kind of control in the noise suppresser allows tuning the recovery scheme more aggressive in the absence of pitch or tone indication from the speech codec VAD.

2.7 Voice activity detection

Voice activity detection is used in the Nokia AMR/NS candidate mainly for the control of background spectrum estimation, which is covered above in section 2.6. The VAD decision at each frame is, however, also used for controlling the estimation of the noisy speech level (section 2.4.2), and the minimum search procedure in gain computation (section 2.5). Furthermore, the VAD algorithm can be used for producing a speech detection indication for external purposes. The operation of the VAD indication can be optimised for external functions, such as hands-free echo control or discontinuous transmission (DTX) functions by small modifications.

2.7.1 Basic principle of the VAD algorithm

Voice activity detection at a speech frame is based on the a posteriori SNR estimate. Basically, the VAD decision is made by comparing a spectral distance measure to an adaptive threshold. The spectral distance 
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 is calculated as the average of the components of the a posteriori SNR vector, each of which actually represents a bandwise distance of the input frame to the background noise estimate:
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where s_l and s_h are the indices of the components corresponding to the lowest and highest calculation bands included in the VAD decision and 
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is a weighting factor of the SNR vector component at band s.

If DSNR exceeds the threshold vth, the frame is interpreted as speech and the VAD function returns a ‘1’. Otherwise, the frame is classified as noise and the VAD returns a ‘0’. Such binary VAD decisions are stored in a shift register spanning 15 successive frames to make reference to past VAD decisions possible.

2.7.2 Adaptation of the VAD threshold by estimated noisy speech and noise levels

The VAD threshold value vth is normally constant. In very good SNR conditions, however, the threshold value is increased in order to prevent small fluctuations in signal power from being interpreted as speech. Small values of the relative noise level 
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 (section 2.4.2) indicate good SNR conditions since this factor is a scaled ratio of the estimated noise power to the estimated noisy speech power. Thus, at a low range of 
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, the VAD threshold is increased with respect to the negative of 
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. Above a threshold on 
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, the VAD threshold is kept constant.

3. Conclusion

A general technical description of the Nokia AMR/NS candidate solution was presented with a mathematical formulation of the underlying methodology.
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