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1. Introduction
Based on a review of the processing plan (IVAS-7a [1]) and test plan (IVAS-8a [2]) a few unclarities for object-based audio P.800 experiments have been identified. It is therefore proposed to make some clarifications to avoid ambiguities for the IVAS selection tests.

The proposal includes:
· Clarification of metadata for preamble
· Description of sample generation for P800-6 and P800-7. It is proposed to use the same length of leading silence period (prior to first sentence) and trailing silence period (after second sentence) as for the other P800 speech samples. For P800-6, a gap of 0.5 s between the sentences (of the same talker) is proposed.
· Clarifying that the length of items (both audio and metadata) will vary based on the length of the sentences
· Specifying listening panel for the scene variations in P800-7
· Clarifying allocation of sentences

The detailed proposal follows in clause 2-3. It is proposed to discuss and agree on these clarifications and incorporate them into IVAS-7a and IVAS-8a respectively.
2. Proposed changes IVAS-7a

[bookmark: _Toc135087488][bookmark: _Ref135154397][bookmark: _Toc134602976][bookmark: _Ref135872664][bookmark: _Toc135758800][bookmark: _Toc135931357]4.1.4	Concatenation setup
The samples are concatenated after level adjustment. If the format includes metadata (object-based audio), the same concatenation is applied to the corresponding metadata-files. Metadata corresponding to azimuth and elevation (0,0) shall be used for the low-level noise preamble.
The concatenation for P.SUPPL800 involves concatenation of clean speech samples followed by superposition with noise. For the clean-speech P.SUPPL800 tests, the noise may represent very low-level recording noise. In the P.SUPPL800 tests with background noise, the noise used depends on the audio content category specified in the respective test plan. 

4.2.1	P.SUPPL800 speech samples
[bookmark: _Hlk134034592]Except for the experiment p03, p06 and p07, clean speech samples for the P.SUPPL800 tests are created by filtering clean monofrom a pair of sentences of the same talker (p06) or two different talkers (p01-p02, p04-p05, p07-p09), in accordance with the test plan (IVAS-8a). Except for p06 and p07, these clean speech samples are spatialized by filtering with room impulse responses generating the clean stereo/spatial speech samples.. Note that this clean stereo/spatial speech sample generation procedure applied regardless of whether the experiment is a clean speech or a speech with background experiment.
The main steps for clean speech sample creation prior to mixing with background sounds are:
1. Convolve a raw mono clean speech sentence of a first talker with a set of room impulse responses respective the position of that talker relative to a capture point to get a stereo or spatial representation of that sentence.
2. Level normalize first convolved sentence according to test plan requirements using the BS.1770 tool.
3. Convolve a raw mono clean speech sentence of a second talker with a set of room impulse responses respective the position of that talker relative to a capture point to get a stereo or spatial representation of that sentence.
4. Level normalize second convolved sentence according to test plan requirements using the BS.1770 tool.
5. Superpose both level normalized sentences with defined time offset. The superposition of the level normalized sentences with defined time offset is done as follows: 
a. The first sentence is inserted in an empty buffer after a leading silence period (zeros) of X ms. 
b. The second sentence is added to that buffer with a time offset of Y ms. 
i. Y is calculated as: Y = X + length(raw mono sentence 1) + GAP, wherein ‘GAP’ is the duration of the silence period between the two sentences as specified in the test plan. In case of overtalk, this parameter may be negative.  
Note: in the test plan, the amount of overtalk is specified instead of the GAP.
c. Finally, a trailing silence period of Z ms (zeros) is appended.
Note: This procedure creates a two-sentence stereo or spatialized test item of length 
X + length(raw mono sentence 1) + GAP + length(filtered sentence 2) + Z.
The total length of the generated samples shall not exceed 10s. The leading silence shall be X=500 ms, and the trailing silence shall be Z=1000 ms. The GAP is specified in IVAS-8a for each experiment separately.
This procedure is visualized in the following figure:

 
Figure 1: P.SUPPL800 clean speech sample creation

“Level adjustment” is done using BS.1770 and scaling using Python. Time shift and appending trailing silence is also performed using Python. The optional resampling is done in accordance with clause 5.1.6 whenever needed for the convolution and the subsequently resampled back to 48 kHz prior to level adjustment. 


The convolution with room impulse responses, is done for each track input separately using:
reverb.exe input IR output
where IR corresponds to the applicable spatial room impulse response in accordance with IVAS-8a [1]. The sampling rate for the audio tracks and the impulse responses need to match. Splitting/joining of the audio tracks is performed using Python. 
Except for the experimentFor p06, clean speech samples are obtained as sentence pairs from the same talker. The gap between the utterances should be 0.5 s. A leading silence period of X=500 ms and a trailing silence period of Z=1000 ms shall be used. The object metadata corresponds to the whole duration of the sample. This means that for moving objects, only a part of the trajectory corresponds to active speech. 
For p07, clean speech samples are obtained as sentence pairs from two different talkers overlapping/separated in accordance with the amount of overtalk specified in the test plan. A leading silence period of X=500 ms prior to the start of the first sentence (object) and a trailing silence period of Z=1000 ms after the second sentence (object) ends, shall be used. Instead of spatializing and superposing the sentences, each object is stored in separate tracks with separate metadata files. The object metadata corresponds to the whole duration of the sample. This means that for moving objects, only a part of the trajectory corresponds to active speech.
For all P.SUPPL800 experiments except p03, low-level noise comprising artificial random sequence with amplitude [-4, +4], uncorrelated between the audio tracks, is added to the samples. The purpose is to avoid unrealistic digital silence and to simulate a very low-level recording noise, which can be expected in real recordings.

*** End of changes ***
3. Proposed changes IVAS-8a
1. 
E.6.2	Content type categories and scene definitions
It is assumed that sentence pairs includeA leading and trailing silence of minimum of 0.5 sis present for each sample, in accordance with IVAS-7a. The metadata corresponds to the whole duration of the samples. This means that for moving objects, only a part of the trajectory corresponds to active speech.

(…)

Azimuth and elevation displacement. Azimuth and elevation vary continuously. Azimuth varies in positive sense (counter clockwise) to cover the range of 180°, with different starting azimuth for each sentence pair. Elevation varies in negative sense, from 35° to -35°:
	Panel
	Talker
	Starting Azimuth 

	1
	G6
	60°

	2
	G5
	120°

	3
	G4
	180°

	4
	G3
	240°

	5
	G2
	300°

	6
	G1
	0°



Allocation of scenes to talkers to each listening panel
Each of the sentences uttered by a certain talker is encoded using different scene. To balance the test, in addition to listeners of each panel listening to all talkers (Categories), and all scenes are also covered in each panel. Allocation of sentences and scenes to each panel is given in the Table below: 

Table E.6.4: Allocation of sentences (S1-S6) and scenes to talkers to(Sc a-f) for each 
talker (category G1-G6) and listening panel (1-6)
	Panel
	G1 (M1)
	G2 (F1)
	G3 (M2)
	G4 (F2)
	G5 (M3)
	G6 (F3)

	1
	S1 (Sc a)
	S1 (Sc b)
	S1 (Sc c)
	S1 (Sc d)
	S1 (Sc e)
	S1 (Sc f)

	2
	S2 (Sc b)
	S2 (Sc c)
	S2 (Sc d)
	S2 (Sc e)
	S2 (Sc f)
	S2 (Sc a)

	3
	S3 (Sc c)
	S3 (Sc d)
	S3 (Sc e)
	S3 (Sc f)
	S3 (Sc a)
	S3 (Sc b)

	4
	S4 (Sc d)
	S4 (Sc e)
	S4 (Sc f)
	S4 (Sc a)
	S4 (Sc b)
	S4 (Sc c)

	5
	S5 (Sc e)
	S5 (Sc f)
	S5 (Sc a)
	S5 (Sc b)
	S5 (Sc c)
	S5 (Sc d)

	6
	S6 (Sc f)
	S6 (Sc a)
	S6 (Sc b)
	S6 (Sc c)
	S6 (Sc d)
	S6 (Sc e)




E.7	Experiment P800-7: 2-Objects Clean Speech Test

The purpose of this experiment is to evaluate the performances of the IVAS candidate for encoding, decoding, and rendering of two simultaneous objects with metadata. The metadata determines the position of the objects around the listener in a 3-dimensional space as described in the Scene description section below. The audio is rendered binaurally via headphones.

The length of the created spatial audio samples is 6 s.
Level adjusted as specified in IVAS-7a (Processing Plan) [3].

E.7.1	Experiment setup
Tables E.7.1 to E.7.3 show conditions to be used for this experiment, list of preliminaries and full list of conditions, respectively.
The test Categories correspond to different talkerstalker pairs.


E.7.2	Content type categories and scene definitions
The listening database consists of artificially created spatial audio samples from monophonic clean speech recordings where always 1 female and 1 male talker are combined in conversation-like scenarios following the Scene descriptions below. 
A leading and trailing silence is assumedpresent for each artificially created spatial audio sample, in accordance with IVAS-7a. The metadata corresponds to the whole duration of the sample. This means that for moving objects, only a part of the trajectory corresponds to active speech.
In one half of the samples, the 2nd talker’s utterance follows the 1st talker’s utterance simulating natural conversation. The gap between the utterances should be approximatelyis set to 1 s. In the other half of the samples, the situation is similar, but the utterances partially overlap. The targeted overlap should beis also approximately 1 s. Non-overlapping sentence pairs are used for Scenes a., c., and e. as described below. Overlapping sentence pairs are used for Scenes b., d., and f.
1. Two talkers sitting at a table (elevation 0°), at different azimuths. To increase positional variation, both the absolute azimuths and the difference of the azimuths of both talkers vary for each sentence pair:
	Panel
	Azimuth of 1st talker
	Azimuth of 2nd talker

	1
	0°
	50°

	6
	10°
	110°

	5
	20°
	170°

	4
	30°
	230°

	3
	40°
	290°

	2
	50°
	350°



Two standing talkers (elevation 35°), at different azimuths. To increase positional variation, both the absolute azimuths and the difference of the azimuths of both talkers vary for each sentence pair:
	Panel
	Azimuth of 1st talker
	Azimuth of 2nd talker

	3
	0°
	50°

	2
	10°
	110°

	1
	20°
	170°

	6
	30°
	230°

	5
	40°
	290°

	4
	50°
	350°



One talker sitting at a table (elevation 0°), second talker standing beside the table (elevation 45°). Non-overlapping utterances:
	Panel
	Azimuth of 1st talker
	Azimuth of 2nd talker

	1st talker6
	2nd talker50°
	350°

	5
	0°
	50°

	4
	10°
	110°

	3
	20°
	170°

	2
	30°
	230°

	1
	40°
	290°



One talker sitting at a table (elevation 0°), second talker walking around the table (elevation 45°). The azimuth of the 2nd talker varies continually, positive sense is counter clockwise:
	Panel
	Azimuth of 1st talker
	Azimuth of 2nd talker

	1
	50°
	180° : +1° : 120°

	6
	100°
	130° : +1° : 70°

	5
	150°
	80° : +1° : 20°

	4
	200°
	30° : -1° : -270° (90°)

	3
	250°
	-20° : -1° : -320° (40°)

	2
	300°
	-70° : -1° : -10°



Note: The length of the metadata trajectories shall match the length of the samples. The step between frames is therefore not always , but needs to be adapted to the length of the samples.
Two talkers walking side-by-side around the table (elevation 45°). The azimuth is the same for both talkers and varies continually:
	Panel
	Azimuth of the talkers

	3
	180° : +1° : 120°

	2
	130° : +1° : 70°

	1
	80° : +1° : 20°

	6
	30° : -1° : -270° (90°)

	5
	-20° : -1° : -320° (40°)

	4
	-70° : -1° : -10°



Note: The length of the metadata trajectories shall match the length of the samples. The step between frames is therefore not always , but needs to be adapted to the length of the samples.

Two talkers walking around the table in opposite directions (elevation 30°), starting at the same position. Azimuths of both talkers vary continually:
	Panel
	Azimuth of 1st talker
	Azimuth of 2nd talker

	5
	180° : +1° : 120°
	180° : -1° : -120°

	4
	240° (-120°) : +1° : 180°
	240° (-120°) : -1° : -60°

	3
	300° (-60°) : +1° : 240°
	300° (-60°) : -1° : 0°

	2
	0° +1° : 300°
	0° : -1° : 60°

	1
	60° : +1° : 0°
	60° : -1° : 120°

	6
	120° : +1° : 60°
	120° : -1° : 180°



Note: The length of the metadata trajectories shall match the length of the samples. The step between frames is therefore not always , but needs to be adapted to the length of the samples.

Allocation of scenes to talkers to each listening panelThepanel
The following table assumes thatlists the test Categories correspondcorresponding to different talker pairs. Each of the sentence pairs uttered by a certain talker pair is encoded using aassociated to different scenescenes. To balance the test, listeners of each panel listen to all talker pairs, and all scenes are covered in each panel. 

Table E.7.4: Allocation of sentences (S1-S12) and scenes and talkers to(Sc a-f) for each 
talker pair (category G1-G6) and listening panel (1-6)
	Panel / Categories
	G1 (M1+F1)
	G2 (M2+F2)
	G3 (M3+F3)
	G4 (F1+M2)
	G5 F2+M3()
	G6 (F3+M1)

	1
	S1 (Sc a)
	S1 (Sc b)
	S1 (Sc c)
	S1S7 (Sc d)
	S1S7 (Sc e)
	S1S7 (Sc f)

	2
	S2 (Sc b)
	S2 (Sc c)
	S2 (Sc d)
	S2S8 (Sc e)
	S2S8 (Sc f)
	S2S8 (Sc a)

	3
	S3 (Sc c)
	S3 (Sc d)
	S3 (Sc e)
	S3S9 (Sc f)
	S3S9 (Sc a)
	S3S9 (Sc b)

	4
	S4 (Sc d)
	S4 (Sc e)
	S4 (Sc f)
	S4S10 (Sc a)
	S4S10 (Sc b)
	S4S10 (Sc c)

	5
	S5 (Sc e)
	S5 (Sc f)
	S5 (Sc a)
	S5S11 (Sc b)
	S5S11 (Sc c)
	S5S11 (Sc d)

	6
	S6 (Sc f)
	S6 (Sc a)
	S6 (Sc b)
	S6S12 (Sc c)
	S6S12 (Sc d)
	S6S12 (Sc e)



*** End of changes ***
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