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1 Introduction
This document provides updates and comments on use cases 3, 5, 13, 14, 23, 24 from S4-190260, i.e. the permanent document for FS_XR5G v0.3.2 as shown in Table 1.

Table 6.1 Considered Use cases

	No
	Use Case
	Type
	Delivery
	Device
	Status

	3
	Streaming of Immersive 6DoF
	VR
	Streaming
Interactive
Split
	HMD and controller
	

	5
	Emotional Streaming
	2D and VR
	Streaming
Interactive
	Phone and HMD
	

	13
	VR based interactive service
	VR
	Local, Interactive
	HMD
	

	14
	Cloud rendering for games
	VR
	Local, Split
	HMD
	

	23
	Untethered Immersive Online Gaming
	VR
	Streaming, Interactive, Split
	HMD with a Gaming controller
	

	24
	Video Game Live Streaming
	VR
	Streaming, Split
	2D screen or HMD with a controller
	


Clause 2 reviews the mandate of the call.

Clause 3 reviews the process for the use cases.

The remaining clauses address each use case individually.
2 Mandate of Call
	Video SWG Telco on FS_XR5G (February 28, 2019, 4pm - 6pm cet, Host Qualcomm)
February 28, 2019, 4pm - 6pm cet ()
	· Review Use Cases as documented in S4-190258 (Permanent Document), clause 6 following the process in clause 6.0 and agree what is moved to Technical Report

· During this telco, the following use cases are not addressed:

· 4 Immersive 6DoF Streaming with Social Interaction
· 7 Video conferencing with AR calls
· 8 XR Meeting
· 9 Convention / Poster Session
· 10 Real-time 3D Communication
· 11 AR guided assistant at remote location (industrial services)
· 12 Police Critical Mission with AR
· 15 AR animated avatar calls
· 16 AR avatar multi-party calls
· 17 Front-facing camera video multi-party calls
· 20 6DOF VR conferencing

· Update the Permanent Document according to the agreements

· Update Annex A of TR 26.928 according to the agreements

· Submission deadline February 27, 4am cet (36 hours)


3 Proposed Process

The following procedure applies for moving to technical report:

· There is consensus that the use case is understood, relevant and in scope of the Study Item

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

· What are the technology challenges to make this use case happen?

· Do you have any implementation information?

· Demos

· Proof of concept

· Existing services

· References

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

For use cases that are moved to the Technical Report, in the course of the study item, is expected that the following aspects are addressed:

1) The use case is mapped to one or multiple architectures. The architectures are under development (see permanent document clause 5.9), but we expect to have Conversational, Interactive, Streaming, Download, and split rendering/compute architectures.

2) For each use case the functions and interfaces are defined, and the requirements are developed to address the use case.

3) Specific requirements include

a. Architectural requirements

b. Network and QoS requirements

c. Media Processing requirements

d. More detailed QoE requirements
4 Use Case 3: Streaming of Immersive 6DoF
4.2 Proposed Updates
6.3
Streaming of Immersive 6DoF

	Use Case Description: Streaming of Immersive 6DoF (from S4-181275)

	Alice consumes a recorded highlights of a basketball match being seated close to the court by using an application on the 5G enabled HMD. For this, Alice wears an HMD together with a 6DoF manual controller. The HMD is connected to a 5G network, but has no other tethered connection. The 6DoF controller allows to change the viewing position (i.e. the seat) and looking at the action from different angles. In addition, restricted local 6DoF movement of Alice at a location enables to locally interact with the scene based on HMD sensors. Even more the controller allows to rewind, slow mo and pause the scene. In the pause or slow motion mode, the scene can be viewed from different angles using the controller and head motion. The scene is overlaid with information that helps Alice to navigate through the scene. Alice feels present in the scene. 

	Categorization

	Type: VR

Degrees of Freedom: 3DoF+, 6DoF

Delivery: Streaming, Interactive, Split
Device: HMD with a controller

	Preconditions

	· Application is installed that permits to consume the scene

· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
· Media is captured properly and accessible on a server, preferably on a CDN.

	Requirements and QoS/QoE Considerations

	· Required QoS: 
· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits. 
· Some numbers are provided here: https://www.roadtovr.com/nextvr-latest-tech-is-bringing-new-levels-of-fidelity-to-vr-video/
· in the best case scenario with 8 Mbps bandwidth, the company can now stream 20 pixels per degree. Keep in mind, that’s also in stereo and at 60 FPS

· plans to roll out this higher-res playback
· If full 6DoF with full presence needs to be enabled, up to 100 Mbit/s may be necessary. 
· However, with viewport adaptive streaming and/or split rendering architectures, the requirements on bitrates may be lower, but the latency requirements may increase. A more detailed study is necessary.
· Required QoE: 

· Fast startup of the service, 

· fast reaction to manual controller information, 

· reaction to head and limited body movement within immersive limits, 
· seamless experiences when moving across positions
· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence
· highest image quality, stereoscopy 
· should also work in slow motion

	Feasibility

	Content generated in 6DoF

· 6DoF content is generated by companies such as NextVR:
· https://www.roadtovr.com/nextvr-latest-tech-is-bringing-new-levels-of-fidelity-to-vr-video/
· https://www.digitaltrends.com/home-theater/nextvr-nba-league-pass-writing-future-of-vr/
· https://www.vrfocus.com/2019/02/nextvr-and-qualcomm-to-demo-5g-6dof-vr-streaming-at-mwc19/
· "Fearless is designed to play on a 5G enabled handset powered by the Qualcomm Snapdragon 855 Mobile Platform and features six-degrees-of-freedom (6DoF) streaming."

· https://www.benzinga.com/pressreleases/19/02/r13233697/nextvr-to-demonstrate-6dof-vr-streaming-over-5g-and-new-ar-portal-at-m
· To create Fearless, NextVR used a state-of-the-art, proprietary camera that generates the 6DoF volume in ultra-high resolution.
· This includes 6DoF captured audio and video
Selected Devices/XR Platforms supporting this:

· Vive Cosmos

· https://uploadvr.com/vive-cosmos-everything-we-know/
· Qualcomm reference design:

· https://www.vrandfun.com/the-qualcomm-snapdragon-855-will-be-able-to-deliver-up-to-8k-360-video-playback/
· https://www.roadtovr.com/qualcomm-reference-headset-2x-pixels-vive-pro-ces-2018/
· https://venturebeat.com/2019/02/25/qualcomms-5g-xr-viewers-will-stop-the-wave-of-mediocre-ar-headsets/
· https://www.i4u.com/2019/02/130947/qualcomm-pushes-5g-connected-ar-and-vr-viewers
Potential challenges to make this happen within 3 years
· Broadly available high-quality 6DoF and volumetric capturing systems. There are still not enough variety of volumetric content to get a feel for how it would handle more challenging scenes like those with closer and/or faster moving objects
· Broad availability of HMDs and end devices supporting the playback

· Availability of access bandwidth to stream such services

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats

· Scene composition and description

· Storage and Cloud Access Formats
· Delivery Architectures to support 6DoF Streaming
· Content Delivery Protocols

· Decoding, rendering and sensor APIs

· Network conditions that fulfill the QoS and QoE Requirements


4.3 Analysis of use case

· There is consensus that the use case is understood, relevant and in scope of the Study Item

· We believe sufficient information has been provided in order to understand the use case. Other variants of the use case are available in the above linked examples.

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
· Sufficient information is provided, an end-to-end workflow has been demonstrated at MWC including content being generated.

· What are the technology challenges to make this use case happen?
· Some aspects are addressed above

· Do you have any implementation information?

· Demos
· see links above
· not yet confirmed, but we attempt to provide a demo at the XR5G workshop

· Proof of concept
· See links above

· Existing services
· For example NextVR has running services

· See links above

· References
· See links above

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· This is documented above as well, for example a limited 6DoF experience, can be done today for which certain "effects" are not present.

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

· We believe everything is addressed

4.4 Recommendation

We propose to move the use case to the Technical Report.
5 Use Case 5: Emotional Streaming
5.2 Proposed Updates

6.5
Emotional Streaming
	Use Case Description: Emotional Streaming  (from S4-181275)

	Bob is watching a horror movie using a 5G connected HMD. He is fascinated, but his body reaction, eye rolling, and other attributes are collected and are used to create a personalized story line. Movie effects are adjusted for personal preferences while reactions are collected when watching the movie. Bob’s emotional reactions determine the story-line.
Alice is watching the same story on her newest 5G connected smart phone.

	Categorization

	Type: 2D interactive, VR and AR

Degrees of Freedom: 2D, 3DoF+, 6DoF
Delivery: Streaming, Interactive, Split
Device: Phone and HMD

	Preconditions

	· Application is installed that permits to consume the story
· The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors

· The application uses AI functionalities to extract personalized reactions based on sensor tracking

	Requirements and QoS/QoE Considerations

	· QoS: 

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits or at least to react to the emotions
· QoE: 

· Sufficiently fast reaction to body emotion feedback, 

· for HMD, reaction to head movement within immersive limits, 

· providing sufficient AV experience to enable presence.
· Streaming with seamless transitions from one scene to either of the choices

	Feasibility

	https://www.cnet.com/news/with-5g-you-wont-just-be-watching-video-itll-be-watching-you-too/
Interactive and branching content

· Netflix's Bandersnatch provides an example for content interactive streaming.

· Also games use similar decision making trees

Device Features

· Facial expression tracking with AI is available on mobile devices

· Eye Tracking combined with AI is available on mobile devices

· IoT/Wearable devices provide the ability to measure heart beat and other stress detecting factors (skin changes, etc.) and may be connected with app

Emotion Tracking Technologies are summarized:

· https://blog.therachat.io/emotion-tracking/
· https://www.aplanforliving.com/6-wearables-to-track-your-emotions/
· https://www.inc.com/magazine/201607/tom-foster/lightwave-monitor-customer-emotions.html

	Potential Standardization Status and Needs

	The following aspects may require standardization work:

· Coded Representation of Audio/Video Formats
· Seamless splicing and smooth transitions across storylines
· Scene composition and description

· Storage and Cloud Access Formats

· Content Delivery Protocols

· Decoding, rendering, sensor and emotion tracking APIs

· Annotation Metadata


5.3 Analysis of use case

· There is consensus that the use case is understood, relevant and in scope of the Study Item

· We believe sufficient information has been provided in order to understand the use case. Other variants of the use case are available in the above linked examples.

· A feasibility study is provided and considered sufficient. Some examples on what is expected on feasibility is provided below.

· How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?
· tbd.

· What are the technology challenges to make this use case happen?
· tbd
· Do you have any implementation information?

· Demos
· see links above
· Proof of concept
· See links above

· Existing services
· See links above

· References
· See links above

· Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?
· See Netflix example.

· Beyond use case description and feasibility, the template includes sufficient information on

· Categorization: Type, Degrees of Freedom, Delivery Type, Device

· Preconditions: What is necessary to make this work?

· QoS Considerations: What network capabilities are needed, e.g. bitrate, latency, etc.?

· QoE Considerations: What is expected that the user is satisfied with the quality?

· Potential Standardization Status and Needs: This may include 3GPP relevant standards or external standards

· We believe everything is addressed
5.3
Recommendation

We propose to move the use case to the Technical Report.
6 Use Case 13:
VR based interactive service
tbd
7 Use Case 14:
Cloud rendering for games
tbd
8 Use Case 23:
Untethered Immersive Online Gaming
tbd
9 Use Case 24:
Video Game Live Streaming
tbd[image: image1.png]


[image: image2.jpg]



- 4/4 -

