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1 Summary
During SA4#94 the New Work Item “3GPP Virtual Reality Profiles for Streaming Media (VRStream)” in S4-170751 was agreed and afterwards approved in by SA plenary #77 in SP-170612.

The objective of this work item is to define the relevant media and protocol enablers for the set of VR Streaming use cases related to UE consumption of managed and third party VR content as documented in TR26.918. Specifically, the following topics are addressed:
1. Define the necessary presentation and media profile(s) to address the objectives of the use cases on VR Streaming in TR 26.918, clauses 5.3 and 5.4, taking into account the recommended assumptions and conclusions in TR 26.918.
2. Define the enablers for PSS-based download and streaming of a 3GPP VR Presentation
3. Define the enablers for MBMS streaming and MBMS-based download delivery of a 3GPP VR Presentation
4. Provide suitable optional extensions (such as metadata) to support an improved VR experience,
5. Document content generation and content consumption guidelines, taking into account a reference client architecture that provides: (a) the signalling and processing steps for download delivery, (b) PSS delivery, (c) interfaces between the VR service platform, the VR application (e.g. sensors), and the VR rendering system (displays, GPU, loudspeakers).
This document provides proposed updates to the audio system for TS26.118.
2 Video and Audio Differences

2.2 Media Profiles in OMAF

The discussion on media profiles has started during 3GPP SA4#95 and there is a strong alignment with the work in MPEG OMAF. Just as a background, below some information on OMAF Media profile and conformance considerations.

OMAF player
collective term for 

· 
file/segment reception or file access;
· file/segment decapsulation;
· decoding of audio, video, image, or timed text bitstreams;
· rendering of audio, images, or timed text; and
· viewport selection
file decoder
collective term for file/segment decapsulation and decoding of video, audio or image bitstreams
file decoding process
process specified as a part of a media profile specification that takes as input a set of ISOBMFF tracks or items and derives either of the following:
-
decoded pictures or audio samples, and rendering metadata for them;
-
a fully rendered audio scene in the reference system
4.4.2
Media profiles

4.4.2.1

General

A media profile for timed media is defined as requirements and constraints for a set of one or more ISOBMFF tracks of a single media type. The conformance of a set of one or more ISOBMFF tracks to a media profile is specified as a combination of:

· Specification of which sample entry type(s) are allowed, and which constraints and extensions are required in addition to those imposed by the sample entry type(s).

· Constraints on the samples of the tracks, typically expressed as constraints on the elementary stream contained within the samples of the tracks.

A media profile for static media is defined as requirements and constraints for a set of one or more ISOBMFF items of a single media type. The conformance of a set of one or more ISOBMFF items to a media profile is specified as a combination of:

· Specification of which item type(s) are allowed, and which constraints and extensions are required in addition to those imposed by the item type(s).

· Constraints on the content of the items, typically expressed as constraints on the elementary stream contained within the items.

The elementary stream constraints of a media profile may be indicated by a requirement to comply with a certain profile and level of the media coding specification, possibly including additional constraints and extensions, such as a requirement of the presence of certain information for rendering and presentation.

NOTE:
The use of the elementary stream constraints specified for a media profile could be referenced by implementations and external specifications independently of the ISOBMFF requirements and constraints specified for the media profile. However, the encapsulation and use of a media profile for other encapsulation formats is outside of the scope of this document.

4.4.2.2

File decoding process and file decoder requirements for video and image media profiles
Each video or image media profile specified in clause 10 includes a file decoding process such that all file decoders that conform to the video or image media profile will produce numerically identical cropped decoded pictures when invoking the file decoding process associated with that video or image media profile for a set of ISOBMFF tracks conforming to the video media profile or a set of ISOBMFF image items conforming to the image media profile, respectively. A bitstream that conforms to the elementary stream constraints specified for the video or image media profile is reconstructed as an intermediate product of the file decoding process. The output of the file decoding process consists of all of the following:

· a list of decoded pictures;

· for projected omnidirectional video or image, all of the following rendering metadata:

· the projection format of the associated projected pictures,
· the frame packing format of the associated projected pictures (when applicable),
· the region-wise packing information (when applicable),
· the rotation information (when applicable);
· for fisheye omnidirectional video or image, fisheye-specific rendering metadata.

Video media profiles may specify constraints on when rendering metadata is allowed to change.

A file decoder conforms to the file decoding process requirements of this document when it complies with both of the following:

· The file decoder includes a conforming decoder that produces numerically identical cropped decoded pictures to those produced by the file decoding process specified for the video or image media profile in clause 10 (with the correct output order or output timing, as specified in the video or image coding specification of the video or image media profile, respectively).

· The file decoder outputs rendering metadata that is equivalent to that produced by the file decoding process specified for the video or image media profile in clause 10 (with the correct association of the rendering metadata to particular cropped decoded pictures, as specified in this document).

Figure 4‑5 illustrates an example file decoder, its outputs as described above, and its relation to other parts of an OMAF player implementation.
A player claiming conformance to a video or image media profile shall include a file decoder complying with the file decoding process of that video or image media profile as specified above. While the player operation, with the exception of the file decoding process, is not specified normatively in this document, specifications of a media profile may include an informative clause on expectations of a player operation, for example including recommendations for rendering.
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Figure 4‑5 – Conformance points for OMAF video and image media profiles (informative)
4.4.2.3

File decoding process and file decoder requirements for video and image media profiles
Each audio profile specified in clause 10 includes a file decoding process such that all file decoders that conform to the audio profile will produce an output according to the specification of the file decoding process. For audio, the conformance of the output signal is defined by the file decoding process. The output of the file decoding process provides a signal that may be represented in the reference system.
2.3 Differences

Whereas for video, it is considered that there is a separation between the texture output signal of a regular decoder and the metadata, and the metadata can be discussed independently, for audio the metadata and rendering are part of the entire bitstream. For video the selection of the rendering scheme is most relevant.

This means that for video, the functionality of metadata can be discussed independently of the media codec as well as the profile and level. The codec and the metadata are almost independent. For audio, the functionality to put the signal into the reference system is generally provided by the audio codec itself. Hence, discussion on audio profiles is interlinked with the media codec and functionality. 

2.4 Consequences

Based on the above, the rapporteur for VRStream is confident that the media profile selection for video can be based on functional discussions, taking into account results in TR on plausibility and so on. The process is relatively clear, also because MPEG OMAF already provides a set of schemes and/or media profiles for which at least a subset fully appropriate for 3GPP media profiles on VR Streaming. 

The selection of media profiles for audio is more obscure, as it is expected from the conclusions of the TR that at least non OMAF media profiles are not excluded from the discussion and because of the bundling of the codec and the rendering in case of audio. 
Based on these observations during SA4#96 a process and timeline was established to enable audio in VRStream including work with LiQuiMas, etc. 

3 Recommended Objectives from TR26.918 Clause 9.2.2

The following terms are used in the following:

-
Media Profile: file format track, including elementary stream constraints for a specific media type enabling a VR component.

-
Presentation Profile: Combination of different tools, including audio and video media profile, to provide a full VR Experience.

-
ISO BMFF Profile: The inclusion of a presentation profile into to an ISO BMFF file to provide a full VR Experience.

-
DASH Profile: Mapping of media to a DASH Media Presentation.

Based on the discussion and the use case above, the following requirements are derived for a solution addressing the use case in Clause 5.4.

General

1)
The solution is expected to provide for interoperable exchange of VR360 content.

2)
The solution is expected to avoid multiple tools for the same functionality to reduce implementation burden and improve interoperability.

3)
The solution is expected to enable good quality and performance.

4)
The solution is expected to enable interoperable and independent implementations, following common specification rules and practices in 3GPP SA4, e.g. conformance and test tools.

5)
The solution is expected to enable full interoperability between services/content and UEs/clients:

5.1)
The solution is expected a very low number of fully specified interoperability points that include what is traditionally known as Profile and Level information.

5.2)
Interoperability points addressing a Media Profile file format constraints, elementary stream constraints and rendering information.

5.3)
Interoperability points are expected to address a Presentation Profile for a full VR experience including different media, enabling their temporal synchronization and spatial alignment.

5.4)
The solution is expected to define at least one media profile for audio.

5.5)
The solution is expected to define at least one media profile for video.

5.6)
The solution is expected to define at least one presentation profile that includes one audio and one video media profile.

6)
The solution is recommended to take into account the capabilities of high quality devices such as HMDs that are on the market today or that are on the market by the time the specification is published.

7)
The solution is expected to support the representation, storage, delivery and rendering of:
7.1)
Omnidirectional (up to 360° spherical) coded image/video (monoscopic and stereoscopic) with 3 DoF.

7.2)
3D audio.

8)
The solution is expected to work with existing 3GPP PSS and MBMS storage and delivery formats.

9)
The solution is expected to support temporal synchronization and spatial alignment between different media types, in particular between audio and video.

10)
The solution is expected to enable applications to use hardware-supported or pre-installed independently manufactured decoders and renderers through defined conformance points.

11)
The solution is expected to support viewport-dependent processing (this may include delivery, decoding and rendering).

12)
The solution is expected to support at least one Presentation Profile that requires support for neither viewport-dependent delivery nor viewport-dependent decoding.

Note:
It is obvious that there will be viewport-dependent rendering, both for visual and audio components.

Delivery

13)
The Specification is expected to support the following methods of distribution:

13.1)
Download and Progressive Download as defined in PSS based on HTTP and the 3GP/ISO BMFF file format.

13.2)
Download Delivery as defined in MBMS using the 3GP/ISO BMFF file format.

13.3)
DASH-based streaming as defined in PSS.

13.4)
DASH-based distribution over MBMS.

Visual 

14)
The solution is expected to enable content exchange with high visual perceptual quality.

15)
The solution is expected to support distribution of full panorama resolutions up to 4K to decoders capable of decoding only up to 4K@60fps.

16)
The solution may support distribution of full panorama resolutions beyond 4K (e.g. 8K, 12K), to decoders capable of decoding only up to 4K@60fps, if sufficient interoperability can be achieved.

17)
The solution is expected to support metadata for the rendering of spherical video on a 2D screen.
18)
The solution is expected to support encoding of equirectangular projection (ERP) maps for monoscopic and stereoscopic video, in an efficient manner.

Audio 

19)
An audio media profile is expected to:

19.1)
support sound quality adequate for entertainment/broadcast (assessed by subjective testing, for example a scale of Excellent with ITU-R BS.1534)

19.2)
support binauralization and immersive rendering with sufficiently low motion-to-sound latency

19.3)
support 3D Audio distribution, decoding & rendering.

19.4)
support immersive content, e.g. higher order Ambisonics,

19.5)
support a combination of diegetic and non-diegetic content sources. 

19.6)
be capable to ingest and carry all content types:

19.6.1)
audio channels;

19.6.2)
audio objects;

19.6.3)
scene-based audio;

19.6.4)
and combinations of the above.

19.7)
be able to carry dynamic meta-data for combining, presenting and rendering all content types.

Security

20)
The solution is expected to not preclude:

20.1)
Solution and rendering to support secure media pipelines.

20.2)
Efficient distribution for multiple DRM systems (e.g. using common encryption).
4 Proposal for updates in TS26.118
4.2.1 Audio Signal Representation

Audio for VR can be produced using three different formats. These are broadly known as channels-, objects- and scene-based audio formats. Audio for VR can use any one of these formats or a hybrid of these (where all three formats are used to represent the spherical soundfield).
This specification expects that an audio encoding system is capable to produce suitable audio bitstreams that represent a well-defined audio signal in the reference system as defined in clause XXX. The coding and carriage of the VR Audio Rendering Metadata is expected to be defined by the VR Audio Encoding system. The VR Audio Receiving system is expected to be able to use the VR Audio Bitstream to recover audio signals and VR Audio Rendering metadata. Both signals, audio signals and metadata, are well-defined by the media profile, such that different audio rendering systems may be used to render the audio based on the decoder audio signals, VR audio rendering metadata and the user position.   

In this specification, all media profiles are defined such that for each media profile at least one Audio Rendering System is defined as a reference renderer and additional Audio Rendering systems may be defined. The audio rendering system is described based on well defined output of the VR Audio decoding system.
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Figure 4.X  –  Audio Signal Representation
Example rendering systems are [MPEG-H audio, ADM???].
4.3 4.4
Rendering Schemes and Media Profiles

Editor’s Note: The text of this section needs to be checked carefully for consistency and definitions such that it aligns with clauses 4.1 – 4.3.


This specification provides several interoperability points that may be referred external specifications. Two key elements are 

· Media profiles providing DASH, file format and elementary stream constraints for a single media type

· Scheme types for post-decoder processing of decoder output signals together with rendering metadata. Note that this applies to both media types, audio and video. 
Both features provide interoperability requirements for receivers. Figure 4-Y provides an overview on this.
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Figure 4-Y – Interoperability aspects for 3GPP VR Profiles

Editor’s Note: Remove the text in the arrows (especially metadata) and make it more like APIs
Editor’s Note: Diagram should be updated with interoperability aspects also on API level
Editor’s Note: an editable version of Figure X in visio needs to be made available
A media profile for timed media is defined as requirements and constraints for a 3GPP VR Track of a single media type. The conformance of a set of one VR Track to a media profile is specified as a combination of:

· Specification of which sample entry type(s) are allowed, and which constraints and extensions are required in addition to those imposed by the sample entry type(s).

· Constraints on the samples of the tracks, typically expressed as constraints on the elementary stream contained within the samples of the tracks.

The elementary stream constraints of a media profile may be indicated by a requirement to comply with a certain profile and level of the media coding specification, possibly including additional constraints and extensions, such as a requirement of the presence of certain information for rendering and presentation.

Each media profile specified in this specification includes a file decoding process such that all file decoders that conform to media profile will produce 
· for video: numerically identical cropped decoded pictures when invoking the file decoding process associated with that video media profile for a VR Track conforming to the video media profile . A bitstream that conforms to the elementary stream constraints specified for the video media profile is reconstructed as an intermediate product of the file decoding process. Output of the file decoding process consists of all of the following:

· a list of decoded pictures with associated presentation times;

· for projected omnidirectional video VR rendering metadata
· for audio: a set of audio signals when invoking the file decoding process associated with that audio media profile for a VR Track conforming to the audio media profile . A bitstream that conforms to the elementary stream constraints specified for the audio media profile is reconstructed as an intermediate product of the file decoding process. Output of the file decoding process consists of all of the following:

· a sequence of audio samples with associated presentation times;

· audio VR rendering metadata
A file decoder conforms to the file decoding process requirements of this document when it complies with both of the following:
· for video: 
· The file decoder includes a conforming decoder that produces numerically identical cropped decoded pictures to those produced by the file decoding process specified for the video or image media profile in clause 5 (with the correct output order or output timing, as specified in the video or image coding specification of the video or image media profile, respectively).

· The file decoder outputs rendering metadata that is equivalent to that produced by the file decoding process specified for the video or image media profile in clause 5 (with the correct association of the rendering metadata to particular cropped decoded pictures, as specified in this document).
· for audio: 
· The file decoder includes a conforming decoder that produces a sequence of audio samples with associated presentation times as defined in clause 6.

· The file decoder outputs VR rendering metadata that is equivalent to that produced by the file decoding process specified for the audio media profile in clause 6 (with the correct association of the rendering metadata to particular audio samples).
A player claiming conformance to a media profile shall include a file decoder complying with the file decoding process of that media profile as specified above. While the player operation, with the exception of the file decoding process, is not specified normatively in this document, specifications of a media profile may include an informative clause on expectations of a player operation, for example including recommendations for rendering.


In addition to the interoperability on track level, also a DASH level interoperability for each media profile is defined. This interoperability includes the signalling and content generation, such that by dynamic switching based on network constraints or sensor input a conforming 3GPP VR Track for this media profile may be obtained.

5 Proposal

It is proposed to:

1) Agree clause 4 as an update to a new version of TS26.118[image: image4.png]
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