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1. Introduction

The document describes the verification of fixed-point implementation of the decoder versus floating-point implementation for the extended AMRWB.
Subjective listening tests are conducted using MUSHRA to verify three different codec configurations in stereo operation. The chosen bit rates are 13 kbps, 23 kbps and 48 kbps.

The bit streams are obtained using a floating-point implementation of the encoder (TS 26.304 v6.1.0)  and are then decoded using the floating-point implementation of the decoder (TS 26.304 v6.1.0) and also using the fixed-point implementation of the decoder received from Ericsson, VoiceAge and Nokia.

2. Test material

The listening material was taken from the official selection test. A3b material consisting of speech, mixed content and music was utilized to cover wide range of content types. References in the tests were 3.5 and 7.0 kHz low pass filtered items.

3. Preliminary conditions

Preliminary (sometimes called “practice”) conditions are included in all the experiments as they help acclimatize the subjects to the experimental procedure.  They also help to adjust the listening level.

The training will be made with 4 items one of each category. These items shall not be re-used in the rest of the experiment. The training shall be executed as a separate MUSHRA session

4. Listening environment

For the experiment, subjects were seated in a quiet environment with 30dBA Hoth Spectrum (as defined by ITU-T Recommendation P.800. Annex A. section A.1.1.2.2.1 Room Noise with table A.1 and Figure A.1) measured at the head position of the subject.  Implementation of MUSHRA user interface from CRC (SEAQ) was used in those tests.
5. Listening instruments

The test stimuli will be presented to the subjects over binaural listening using closed-back. and supra-aural headphones.

6. Test conditions 

The testing is carried out according to MUSHRA methodology, which is suitable for evaluation of intermediate audio quality and gives accurate and reliable results. 

Conditions and factors are described in the following table

Conditions and factors for Experiment 

	Main Codec Conditions
	
	

	Codec(s)
	1
	Fixed point decoder

	bitrates
	1
	13, 23, 48 kbps

	Error Conditions
	1
	No errors

	Mono/Stereo
	1
	stereo

	
	
	

	References
	
	

	Open Reference
	1
	Original signal

	Hidden Reference
	1
	Original signal

	Anchors
	2
	3.5 kHz and 7 kHz low-pass filtered original signal 

	
	
	

	Codec References
	
	

	3GPP extended AMR Wide Band floating point implementation 
	1
	13, 23, 48 kbps

	
	
	

	Common Conditions
	
	

	Stimulus type
	
	Sound item (music or mixed content)

	Number of audio items
	12
	4 music. 4 mixed content and 4 speech

	Input sampling rate
	
	48 kHz

	Listening Level
	1
	To be chosen by subject

	Listeners
	12
	Experienced listeners

	Presentation randomizations
	12
	One for each listener

	Rating Scale
	1
	Continuous quality scale

	Listening System
	1
	Binaural high-quality headphones

	Listening Environment
	
	Room Noise: Hoth Spectrum at 30dBA (as defined by ITU-T Recommendation P.800. Annex A. section A.1.1.2.2.1 Room Noise. with table A.1 and Figure A.1)


7. Test results

The goal of the test is to verify the equivalence between fixed point implementation and floating point implementation of the decoder for each of the tested bit rates.

The comparisons are made between pairs of mean opinion scores Yrefand Ytest. having standard deviations sref and stest
The equivalence between test and reference is given by :
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where nref and ntest are the numbers of observations for each mean. (1-α) is the confidence level. ν = nref+ntest-2 is the number of degrees of freedom. and so2 is the pooled estimator of the common variance s2 given by:
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We have nref = ntest so that 
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 and the formula gives: 
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nref = ntest  = 12.  
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The results concerning speech items are in the following table:
	SAMPLE
	
	MEAN
	STD
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	S1
	hidden ref
	99.92
	0.29
	
	

	
	lp70
	49.67
	20.58
	
	

	
	lp35
	14.42
	8.97
	
	

	
	48fx
	91.75
	8.37
	3.58
	11.67

	
	48fl
	88.17
	16.10
	
	

	
	23fx
	85.33
	11.02
	3.33
	10.53

	
	23fl
	82.00
	12.11
	
	

	
	13fx
	39.67
	34.20
	5.17
	29.11

	
	13fl
	44.83
	29.64
	
	

	S2
	hidden ref
	98.92
	3.75
	
	

	
	lp70
	50.42
	14.53
	
	

	
	lp35
	17.17
	10.33
	
	

	
	48fx
	96.25
	4.45
	2.92
	5.56

	
	48fl
	93.33
	7.41
	
	

	
	23fx
	87.50
	11.54
	1.33
	11.63

	
	23fl
	86.17
	13.92
	
	

	
	13fx
	67.42
	22.01
	6.08
	18.39

	
	13fl
	73.50
	18.25
	
	

	S3
	hidden ref
	98.67
	3.37
	
	

	
	lp70
	43.33
	27.32
	
	

	
	lp35
	14.67
	9.76
	
	

	
	48fx
	97.58
	3.75
	2.08
	5.49

	
	48fl
	95.50
	7.67
	 
	 

	
	23fx
	80.42
	16.90
	9.25
	14.97

	
	23fl
	71.17
	15.99
	 
	 

	
	13fx
	42.17
	19.85
	1.67
	20.00

	
	13fl
	40.50
	23.93
	
	

	S4
	hidden ref
	99.08
	2.87
	
	

	
	lp70
	53.75
	21.43
	
	

	
	lp35
	19.58
	18.05
	
	

	
	48fx
	94.58
	6.76
	0.08
	6.93

	
	48fl
	94.67
	8.38
	
	

	
	23fx
	89.00
	12.92
	7.75
	14.29

	
	23fl
	81.25
	18.07
	
	

	
	13fx
	55.75
	22.45
	1.08
	20.79

	
	13fl
	56.83
	23.26
	
	


For all item, the fixed point decoder is found equivalent to the floating point decoder.
The results on speech items are summarised in the following table:

	Speech
	MEAN
	STD
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	hidden ref
	99.15
	2.85
	
	

	lp70
	49.29
	21.10
	
	

	lp35
	16.46
	12.12
	
	

	48fx
	95.04
	6.31
	2.12
	3.58

	48fl
	92.92
	10.58
	
	

	23fx
	85.56
	13.28
	5.42
	5.98

	23fl
	80.15
	15.71
	
	

	13fx
	51.25
	26.92
	2.67
	11.01

	13fl
	53.92
	26.67
	
	


The results concerning music are in the following table:
	SAMPLE
	
	MEAN
	STD
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	M1
	hidden ref
	100.00
	0.00
	
	

	
	lp70
	26.17
	11.20
	
	

	
	lp35
	9.17
	4.61
	
	

	
	48fx
	88.83
	11.78
	2.67
	10.85

	
	48fl
	91.50
	12.08
	
	

	
	23fx
	66.08
	18.69
	7.5
	17.19

	
	23fl
	73.58
	20.39
	
	

	
	13fx
	43.00
	26.01
	1.25
	21.06

	
	13fl
	41.75
	19.87
	
	

	M2
	hidden ref
	98.42
	3.70
	
	

	
	lp70
	30.58
	12.92
	
	

	
	lp35
	11.17
	8.96
	
	

	
	48fx
	93.67
	9.42
	0.083
	7.90

	
	48fl
	93.58
	7.87
	
	

	
	23fx
	67.33
	19.50
	4.83
	19.63

	
	23fl
	72.17
	23.49
	
	

	
	13fx
	27.58
	20.27
	4.42
	16.28

	
	13fl
	23.17
	15.15
	
	

	M3
	hidden ref
	100.00
	0.00
	
	

	
	lp70
	31.25
	16.97
	
	

	
	lp35
	10.00
	6.02
	
	17.66

	
	48fx
	83.00
	17.45
	1.33
	

	
	48fl
	81.67
	21.21
	 
	

	
	23fx
	61.08
	22.98
	6
	19.84

	
	23fl
	55.08
	20.56
	 
	

	
	13fx
	32.83
	22.45
	1.92
	20.39

	
	13fl
	30.92
	22.38
	
	

	M4
	hidden ref
	99.58
	1.44
	
	

	
	lp70
	21.67
	5.66
	
	

	
	lp35
	7.83
	4.71
	
	

	
	48fx
	85.25
	20.56
	8.08
	14.89

	
	48fl
	93.33
	10.65
	
	

	
	23fx
	73.83
	21.04
	4.5
	20.95

	
	23fl
	69.33
	24.86
	
	

	
	13fx
	32.50
	27.11
	2.17
	26.35

	
	13fl
	34.67
	30.72
	
	


For all item, the fixed point decoder is found equivalent to the floating point decoder.

The results on music items are summarised in the following table:
	Music
	MEAN
	STD
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	hidden ref
	99.50
	2.03
	
	

	lp70
	27.42
	12.59
	
	

	lp35
	9.54
	6.24
	
	

	48fx
	87.69
	15.49
	2.33
	6.13

	48fl
	90.02
	14.31
	
	

	23fx
	67.08
	20.47
	0.46
	8.93

	23fl
	67.54
	22.92
	
	

	13fx
	33.98
	24.01
	1.35
	9.67

	13fl
	32.63
	23.03
	
	


The results concerning speech over music are in the following table:
	SAMPLE
	
	MEAN
	STD
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	SOM1
	hidden ref
	96.75
	6.51
	
	

	
	lp70
	38.42
	16.33
	
	

	
	lp35
	11.67
	8.74
	
	

	
	48fx
	94.17
	9.38
	8.17
	14.32

	
	48fl
	86.00
	20.19
	
	

	
	23fx
	63.75
	25.89
	6.42
	20.82

	
	23fl
	70.17
	19.42
	
	

	
	13fx
	30.67
	11.96
	5.67
	15.24

	
	13fl
	36.33
	20.45
	
	

	SOM2
	hidden ref
	98.25
	3.67
	
	

	
	lp70
	38.67
	17.29
	
	

	
	lp35
	9.33
	6.61
	
	

	
	48fx
	95.08
	8.73
	0.917
	7.40

	
	48fl
	94.17
	7.49
	
	

	
	23fx
	82.67
	16.87
	1.75
	17.28

	
	23fl
	84.42
	20.91
	
	

	
	13fx
	45.25
	23.86
	3.42
	21.72

	
	13fl
	41.83
	23.90
	
	


For all item, the fixed point decoder is found equivalent to the floating point decoder.

The results on speech over music items are summarised in the following table:

	Speech over Music
	MEAN
	STD
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	hidden ref
	97.50
	5.23
	
	

	lp70
	38.54
	16.45
	
	

	lp35
	10.50
	7.67
	
	

	48fx
	94.63
	8.88
	4.875
	7.55

	48fl
	90.08
	15.46
	
	

	23fx
	73.21
	23.45
	2.83
	13.34

	23fl
	77.29
	21.04
	
	

	13fx
	37.96
	19.91
	1.67
	12.54

	13fl
	39.08
	21.93
	
	


The results concerning Speech between music are in the following table:
	SAMPLE
	
	MEAN
	STD
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	SBM1
	hidden ref
	96.58
	6.61
	
	

	
	lp70
	42.00
	20.13
	
	

	
	lp35
	14.17
	10.70
	
	

	
	48fx
	95.50
	6.04
	0.833
	5.71

	
	48fl
	94.67
	6.51
	
	

	
	23fx
	84.83
	16.12
	3.83
	14.86

	
	23fl
	81.00
	16.55
	
	

	
	13fx
	57.92
	24.46
	7.75
	21.72

	
	13fl
	50.17
	20.13
	
	

	SBM2
	hidden ref
	99.75
	0.87
	
	

	
	lp70
	28.17
	13.48
	
	

	
	lp35
	8.08
	4.74
	
	

	
	48fx
	94.33
	7.96
	8.92
	12.07

	
	48fl
	85.42
	16.99
	
	

	
	23fx
	65.17
	22.18
	1.83
	20.16

	
	23fl
	63.33
	22.16
	
	

	
	13fx
	37.92
	22.88
	4.42
	20.92

	
	13fl
	42.33
	23.11
	
	


For all item, the fixed point decoder is found equivalent to the floating point decoder.

The results on speech between music items are summarised in the following table:

	Speech between Music
	MEAN
	STD
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	hidden ref
	98.17
	4.89
	
	

	lp70
	35.08
	18.18
	
	

	lp35
	11.13
	8.67
	
	

	48fx
	94.92
	6.93
	4.875
	6.40

	48fl
	90.04
	13.44
	
	

	23fx
	75.00
	21.46
	2.83
	12.75

	23fl
	72.17
	21.15
	
	

	13fx
	47.92
	25.32
	1.67
	9.13

	13fl
	46.25
	21.57
	
	


The global scores taken into account all the data for each condition are given in the following table:

	All data
	MEAN
	STD
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	hidden ref
	98.58
	3.58
	
	

	lp70
	37.58
	19.41
	
	

	lp35
	11.91
	9.58
	
	

	48fx
	93.07
	11.14
	2.30
	2.84

	48fl
	90.77
	13.17
	
	

	23fx
	75.21
	20.42
	0.93
	4.78

	23fl
	74.29
	20.64
	
	

	13fx
	42.78
	25.55
	0.19
	5.92

	13fl
	42.97
	25.31
	
	


8. Conclusion

The tests results conclude on the equivalence of fixed point implementation and the floating point implementation of the decoder.






1Catherine Quinquis

France Télécom

Email: catherine.quinquis@francetelecom.com

_1171716813.unknown

_1171716976.unknown

_1171718768.unknown

_1171718780.unknown

_1171718964.unknown

_1171716988.unknown

_1171716841.unknown

_1171714289.unknown

_1171716776.unknown

_1171714302.unknown

_1171710341.unknown

_1171713063.unknown

_1171710306.unknown

_1171710324.unknown

_1171710038.unknown

