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Foreword
This Technical Specification has been produced by the 3rd Generation Partnership Project (3GPP).
The contents of the present document are subject to continuing work within the TSG and may change following formal TSG approval. Should the TSG modify the contents of the present document, it will be re-released by the TSG with an identifying change of release date and an increase in version number as follows:
Version x.y.z
where:
x	the first digit:
1	presented to TSG for information;
2	presented to TSG for approval;
3	or greater indicates TSG approved document under change control.
y	the second digit is incremented for all changes of substance, i.e. technical enhancements, corrections, updates, etc.
z	the third digit is incremented when editorial only changes have been incorporated in the document.
[bookmark: _Toc522708484][bookmark: _Toc498529830]Introduction
Audio is a key component of an immersive multimedia experience and 3GPP systems are expected to deliver immersive audio with a high Quality of Experience. However, industry agreed methods to assess the Quality of Experience for immersive audio are relatively few and this Technical Specification seeks to address this gap by providing objective test methods for the assessment of immersive audio.
[bookmark: _Toc522708485][bookmark: _Toc498529831]
1	Scope
The present document …
The present document specifies objective test methodologies for 3GPP immersive audio systems including channel based, object based, scene-based and hybrids of these formats. The subjective evaluation methods described in the present document are applicable to audio capture, coding, transmission and rendering as indicated in their corresponding clauses.
[bookmark: _Toc522708486][bookmark: _Toc498529832]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
[bookmark: OLE_LINK1][bookmark: OLE_LINK2][bookmark: OLE_LINK3][bookmark: OLE_LINK4]-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	J. Fliege und U. Maier - A two-stage approach for computing cubature formulae for the sphere,“ Dortmund University, 1999…
[x]	<doctype> <#>[ ([up to and including]{yyyy[-mm]|V<a[.b[.c]]>}[onwards])]: "<Title>".
.
[3]	ISO 3745 Annex A – General procedures for qualification of anechoic and hemi-anechoic rooms.
[4]	ISO 1996 Acoustics – Description, measurement and assessment of environmental noise
[5]	ANSI S1.4 – American National Standard for Sound Level Meters
[6]	ISO 3 – Preferred numbers – Series of preferred numbers
[bookmark: _Toc522708487][bookmark: _Toc498529833]3	Definitions, symbols and abbreviations
[bookmark: _Toc522708488][bookmark: _Toc498529834]3.1	Definitions
[bookmark: OLE_LINK6][bookmark: OLE_LINK7][bookmark: OLE_LINK8]For the purposes of the present document, the terms and definitions given in 3GPP TR 21.905 [1] and the following apply. A term defined in the present document takes precedence over the definition of the same term, if any, in 3GPP TR 21.905 [1].
<defined term>: <definition>.
example: text used to clarify abstract rules by applying them literally.
[bookmark: _Toc522708489][bookmark: _Toc498529835]3.2	Symbols
For the purposes of the present document, the following symbols apply:
<symbol>	<Explanation>
LAeq 	the sound level in decibels equivalent to the total A-weighted sound energy measured over a stated period of time.

[bookmark: _Toc522708490][bookmark: _Toc498529836]3.3	Abbreviations
For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [1] and the following apply. An abbreviation defined in the present document takes precedence over the definition of the same abbreviation, if any, in 3GPP TR 21.905 [1].
<ACRONYM>	<Explanation>
[bookmark: _Toc522708491][bookmark: _Toc498529837]4	Objective Test Methodologies for Immersive Audio Systems
[bookmark: _Toc522708492][bookmark: _Toc498529838]4.1	Objective Test Methodologies for Assessment of Immersive Audio Systems in the Sending Direction
Editor’s note: Examples of subheadings for this section may include: 5.4.1 Spatial Microphone Self-Noise, 5.4.2 Spatial Microphone Frequency Response, 5.4.3 Spatial Microphone Directivity, etc. Objective methods for comparing different scene-based audio formats may also go here.
[bookmark: _Toc498529839][bookmark: _Hlk505729081][bookmark: _Toc522708493][4.1.1	Diffuse-field Send frequency responseFrequency Response for Scene-based audioAudio
[bookmark: _Toc522708494]4.1.1.0	Introduction
This test is applicable to UEs capturing scene-based audio (e.g. First and Higher Order Ambisonics).
[bookmark: _Toc522708495]4.1.1.1	Definition
The diffuseDiffuse-field send frequency responseSend Frequency Response for sceneScene-based audioAudio is defined as the transfer function,  G(f), between:
a) ,, the estimated sound pressure magnitude spectrum obtained from a diffuse-field scene-based audio capture and reference synthesis at the geometric center of a free-field volume; and	Comment by Author: Namely the omnidirectional component W of an ambisonic or a HOA capture ? Or the result of combined capture+rendering ? Or ?
b) P(f), the sound pressure magnitude spectrum obtained from a diffuse-field microphone recording the same diffuse field at the same audio capture positionorigin of a spherical coordinate system.
Figure XX1 describes a typical block diagram for the scene-based audio sending direction with measurement points.


[image: BlockDiagram]
Figure XX1 - Scene-based audio capture block diagram for sending direction measurements




Definition of Equivalent Spatial Domain
The equivalent spatial domain representation, w(t), of a Nth order Ambisonics soundfield representation c(t) is obtained by rendering  c(t) to K virtual loudspeaker signals ,  ,wj (t), 1  j  K, with .K = (N+1)2. The respective virtual loudspeaker positions are expressed by means of a spherical coordinate system, where each position lies on the unit sphere, i.e., a radius of 1. Hence, the positions can be equivalently expressed by order-dependent directions j(N)=(j(N),  j(N)), 1  j  K, where j(N) and   j(N) denote the inclinations and azimuths, respectively. These directions are defined according to [J.2] Fliege und U. Maier - A two-stage approach for computing cubature formulae for the sphere,“ Dortmund University, 1999.] and reproduced in an Annex B for convenience.
The rendering of into the equivalent spatial domain can be formulated as a matrix multiplication ,

w(t) = ((N,N))-1 c(t),
where ()-1 denotes the inversion.
The matrix  (N,N) of order N  with respect to the order-dependent directions j(N) is defined by :

(N,N) := [S1(N)    S2(N)    …    SK(N)],
with 

Where Sj(N) := [S00(j(N))    S-1-1(j(N))    S-10(j(N))    S-11(j(N))    S-11(j(N))    …    SNN(j(N))]T , 
where Snm() represents the real valued spherical harmonics of the order n and degree m.
The matrix (N,N) is invertible so that the HOA representation c(t) can be converted back from the equivalent spatial domain by  :

c(t) = (N,N)w(t)
[bookmark: _Toc522708496][bookmark: _Toc498529841]4.1.1.2	Test Conditions
Free-field propagation conditions
· The test environment shall contain a free-field volume, wherein free-field sound propagation conditions shall be observed. 
· The free-field sound propagation conditions shall be observed down to a frequency of 200 Hz or less and up to [TBD]..
· Qualification of the free-field volume shall be performed using the method and limits for deviation from ideal free-field conditions described in ISO 3745 Annex A – General procedures for qualification of anechoic and hemi-anechoic rooms.[3].	Comment by Author: Does it imply that the rest of the room is anechoic or hemi-anechoic ?	Comment by Andre Schevciw: In an anechoic chamber, true anechoic conditions (free-field) only exist in a certain region in the center of the chamber.
Test environment noise floor
Within the free-field volume, the equivalent continuous sound level of the test environment in each 1/3rd octave band, Leq(f), shall be less than the limits of the NR10 curve, following the noise rating determination procedures in ISO 1996.[4].
Periphonic loudspeaker array for diffuse sound field generation
a) A calibrated [TBD calibration process]A periphonic loudspeaker array shall be placed within the free-field volume with the geometric center of the periphonic loudspeaker array coinciding with the geometric center of the free-field volume.
b) [The periphonic loudspeaker array shall have a radius greater or equal than 1 meter.] .	Comment by Author: Does it suppose that the array is spherical (the loudspeaker at the same distance of the center)? This shouldn’t be necessary, provided that the distance discrepancy is compensated by appropriate gains.  This should be OK since the system is calibrated as mentioned in step a)	Comment by Andre Schevciw: It is possible to have other geometries but we believe it is better to harmonize on one configuration for repeatability purposes. The spherical format is an attractive choice as propagation conditions across all speakers (far-field approximation) would be harmonized, no need for delay compensation, etc. As the array must be fully contained within the free-field volume, there is not much incentive for having speakers at different distances in our opinion.
Editor’s note: an agreement must be reached on whether the loudspeaker array should be spherical.
a) The periphonic loudspeaker array shall be composed of [TBD](N+1)2 coaxial loudspeaker elements.	Comment by Author: Shall they be identical? Does their frequency response matter?  OK if “calibrated”. 	Comment by Andre Schevciw: Good point, need to add further details on the loudspeakers. Happy to make them identical if supported by the group.
Editor’s note: Inputs are requested on required speaker frequency response, sensitivity, etc.
c) The coordinates . Each of the [TBD](N+1)2 coaxial loudspeaker elements shall be equalized (if necessary) and level compensated to conform with the operational room response curve limits given in [5] Section 8.3.4.1. N should be equal or greater than the maximum ambisonics order supported by the device under test (DUT), e.g. N>=4 for a DUT supporting 4th order Ambisonics capture.
d) The (N+1)2 coaxial loudspeaker elements are as follows: [TBD]shall be positioned according to the azimuth and elevation coordinates given in Annex B.
e) EachAll coaxial loudspeaker elements shall be oriented such that their acoustic axis shall intersectintersects at the geometric center of the free field volume. 
f) The radius of each coaxial loudspeaker element shall be such that, at the geometric center of the free-field volume, the far field approximation for the coaxial loudspeaker axial pressure amplitude decay holds true.
[bookmark: _Toc522708497][bookmark: _Toc498529842]4.1.1.3	Measurement
Reference Spectrum measurement
a) A diffuse-field / random incidence, or multi-field microphone shall beis mounted in the free-field volume such that the tip of the microphone corresponds to the geometric center of the free-field volume and the geometric center of the periphonic loudspeaker array. The orientation of the device is [TBD] 	Comment by Author: Are there references, specifications or recommendations?	Comment by Andre Schevciw: Yes, ANSI S1.4 describes random-incidence microphones for sound level meters. B&K 4943 is an example of such mic.
Editor’s note: Add reference to diffuseNOTE:  Diffuse-field / random incidence microphones, e.g. ANSI S1.4are described in [5]
b) [(N=TBD] Decorrelated+1)2 decorrelated pink noise signals are played simultaneously over each of the [(N=TBD]+1)2 coaxial loudspeakers of the periphonic loudspeaker array. 
Editor’s note: define required test signal level, length, etc.
c) The playback level is adjusted such that the LAeq, measured over a 30s time window at the geometric center of the periphonic loudspeaker array, is equal to 78dBSPL(A)  0.5dB.
d) The reference sound pressure at the geometric center of the free-field volume, p(t), is captured with the diffuse-field or multi-field microphone.
e) The magnitude spectrum of the reference sound pressure, P(f), is calculated infor the 1/3rd12th octave bands resolution.intervals as given by the R40 series of preferred numbers in [6].
Estimated Spectrum measurement
a) The scene-based audio capture device under test shall beis mounted in the free-field volume such that its geometric center coincides with the geometric center of free-field volume and the geometric center of the periphonic loudspeaker array.
b) [(N=TBD] Decorrelated+1)2 decorrelated pink noise signals are played simultaneously over each of the [(N=TBD]+1)2 coaxial loudspeakers of the periphonic loudspeaker array. The pink noise signals shall be identical to the signals used for the reference spectrum measurement.
c) The B-format scene-based audio format representation (compressed or uncompressed, depending on the use case being tested) is stored for offline analysis.	Comment by Author: Is there a guaranty that the compression has no effect on the result at step f)	Comment by Andre Schevciw: It most likely has an effect. What is meant here is that there may be situations where one wants to run this test without compression
d) The B-format scene-based audio format representation is uncompressed (if necessary) and converted to an equivalent spatial domain representation using the process specified in [TBD].of order NDUT (B-Format to ESD conversion in Figure 1), where NDUT corresponds to the Ambisonics order of the device under test. 
Editor’s note: Add reference to equivalent spatial domain representation
e) , the estimate of the sound field at the geometric center of the free-field volume and periphonic loudspeaker array, is synthesized using the equivalent spatial domain representation of order NDUT.
f) The magnitude spectrum of the estimated sound pressure, , is calculated infor the 1/3rd12th octave bands resolution.intervals as given by the R40 series of preferred numbers in [6].
Calculation of send frequency response for scene-based audio
The send frequency response for scene-based audio,  G(f), is calculated according to Equation XX: as:

[bookmark: _Toc498529843]][image: /var/folders/j5/2mzrw4cj0yz5lxkq6m3jqy3r0000gn/T/com.microsoft.Word/WebArchiveCopyPasteTempFiles/gif.latex?%5Cdpi%7B300%7D%20G%28f%29%3D%5Cfrac%7B%5Chat%7BP%7D%28f%29%7D%7BP%28f%29%7D]
[bookmark: _Toc522708498]4.2	Objective Test Methodologies for Assessment of Immersive Audio Systems in the Receiving Direction
Examples of subheadings for this section may include: 5.4.1 Motion to Sound Latency in Dynamic Rendering Systems / 5.4.2 Predictive Models for Perceived Source Direction, etc.
[bookmark: _Toc498529844]4.3	Objective Test Methodologies for Assessment of End to End Immersive Audio Systems
[bookmark: _Toc522708499]Examples of subheadings for this section may include: 5.4.1 e2e Delay.4.2.1	Headset Binaural Diffuse-field Receive frequency response for Scene-based audio
[bookmark: _Toc522708500]4.2.1.0	Introduction
This test is applicable to UEs rendering scene-based audio (e.g. First and Higher Order Ambisonics) over a binaural headset.
[bookmark: _Toc522708501]4.2.1.1	Definition
The Headset Binaural Diffuse-field Receive Frequency Response for Scene-based Audio (for left and right ears) is defined as the transfer function, GL,R (f), between:
a)  PL,R(f), the binaurally recorded sound pressure magnitude spectra, obtained when a diffuse field signal in the equivalent spatial domain representation, w(t), is played on the DUT and,
b) Pref L,R(f), the reference sound pressure magnitude spectra, obtained by direct convolution of the diffuse field signal in the equivalent spatial domain representation, w(t) with its corresponding set of HRTFs.
[bookmark: _Toc522708502]4.2.1.2		Test Conditions
Test environment noise floor
The equivalent continuous sound level of the test environment in each 1/3rd octave band, Leq(f), shall be less than the limits of the NR10 curve, following the noise rating determination procedures in [4].
[bookmark: _Toc522708503]4.2.1.2		Measurement
Reference sound pressure magnitude spectra
The reference sound pressure magnitude spectra are derived offline. The reference sound pressure magnitude spectra for the left and right ears, Pref L,R (f) is the frequency domain representation of the convolution between the set of equivalent spatial domain signals, w(t), with its corresponding set head related transfer functions h L,R(t), for each direction j in a equivalent spatial domain of order NDUT , i.e.:
[image: ]
The signals wj(t), for 1  j  (NDUT +1)2, are uncorrelated pink noise signals of 30s length.
Binaurally recorded sound pressure magnitude spectra
The binaurally recorded sound pressure magnitude spectra is obtained as follows:
a) The binaural headset is placed on a HATS.
b) The DUT shall be configured such that the set of HRTFs used for binaural rendering correspond to the HATS used for testing.
c) The DUT volume control (if any) is adjusted for its nominal setting.
d) The binaural time-domain signals are recorded with HATS.
e) The binaurally recorded sound pressure magnitude spectra, PL,R(f) is obtained by taking the fourier transform of the binaurally recorded time-domain signals.
Calculation of headset binaural diffuse-field receive frequency response for scene-based audio
The headset binaural diffuse-field frequency response for scene-based audio, G(f), is calculated for each supported Ambisonics order NDUT as:
[image: ]
4.2.3	Nominal System Sensitivity in Receive Direction for Channel-based audio
[bookmark: _Toc522708504]4.2.3.1	Introduction
This test is applicable to UEs rendering channel-based audio (e.g. 7.1.4) over a binaural headset.
[bookmark: _Toc522708505]4.2.3.2	Definition
The nominal system sensitivity in receive direction for channel-based audio is defined as the ratio between the sound pressure level (in dBSPL(A)) produced by the DUT on HATS and the root mean square of the digital test signal (in dBFS).
[bookmark: _Toc522708506]4.2.3.3		Test Conditions
Test environment noise floor
The equivalent continuous sound level of the test environment in each 1/3rd octave band, Leq(f), shall be less than the limits of the NR10 curve, following the noise rating determination procedures in [4].
[bookmark: _Toc522708507]4.2.3.4		Measurement
For each audio channel supported by the DUT, a pink noise signal with -18dBFS RMS level is played, with the signals played only one channel at a time. 
The LAeq (in dBSPL(A)) is measured continuously for a period of 30s for each of the left and right ears.
The sensitivity Gi L,R is expressed as the ratio of the recorded sound pressure levels at the left and right ears and the root mean square digital level of the pink noise test signal, i.e. -18dBFS.
Gi L,R= LAeq – 18 [dBSPL(A)/FS]

[bookmark: historyclause][bookmark: _Toc522708508][bookmark: _Toc498529845]
Annex A (informative):
Change history
	Change history

	Date
	Meeting
	TDoc
	CR
	Rev
	Cat
	Subject/Comment
	New version

	03/10/17
	SA4#95
	S4-170909
	
	
	
	Initial Skeleton Draft Input to SA4#95
	0.0.1

	12/10/17
	SA4#95
	S4-171042
	
	
	
	Output from SA4#95
	0.0.2

	15/11/17
	SA4#96
	S4-171345
	
	
	
	Output from SA4#96
	0.0.3

	08/02/18
	SA4#97
	S4-180268
	
	
	
	Output from SA4#97
	0.0.4



[bookmark: _Toc522708509][Annex B (informative)
normative): Order-dependent directions
The following tables order-dependent directions , where  and  denote the inclinations and azimuths in radians, respectively.

	Index 
	
	

	1
	0
	0

	2
	1.910633
	0

	3
	1.910633
	2.094395

	4
	1.910633
	-2.0944


 
	Index 
	
	

	1
	0
	0

	2
	2.361073
	0

	3
	1.207589
	-1.95668

	4
	1.207589
	1.956682

	5
	2.415178
	-1.95668

	6
	1.561039
	-3.14159

	7
	2.415178
	1.956681

	8
	1.325668
	0.687124

	9
	1.325667
	-0.68712



	Index 
	
	

	1
	0
	0

	2
	0.854098
	0

	3
	2.031969
	1.119907

	4
	2.605106
	-0.25283

	5
	1.078622
	1.155586

	6
	1.736608
	2.040481

	7
	2.031968
	-1.38118

	8
	1.736609
	0.270692

	9
	1.56888
	-2.20417

	10
	0.917087
	2.297267

	11
	0.917087
	-2.80293

	12
	1.763476
	3.010956

	13
	2.649852
	2.154919

	14
	1.568881
	-0.63529

	15
	0.953962
	-1.41973

	16
	2.458122
	-2.46809



	Index 
	
	

	1
	0
	0

	2
	0.823218
	0

	3
	1.73912
	-2.00759

	4
	0.724297
	1.927637

	5
	1.336281
	-1.41208

	6
	0.871631
	-2.10001

	7
	1.263705
	2.512927

	8
	1.440147
	1.667633

	9
	2.248313
	1.442383

	10
	1.433953
	-0.60062

	11
	2.888065
	0.329968

	12
	2.003914
	-1.18621

	13
	1.80266
	2.983332

	14
	1.396554
	-2.69222

	15
	2.170781
	0.507602

	16
	1.952805
	2.208977

	17
	1.58019
	0.952319

	18
	2.584609
	-1.71565

	19
	0.874597
	0.934402

	20
	2.172935
	-0.38654

	21
	2.612717
	2.675958

	22
	2.193907
	-2.62842

	23
	1.51674
	0.165012

	24
	0.715307
	-1.02504

	25
	0.762553
	-3.13121





	Index 
	
	

	1
	0
	0

	2
	2.024896
	0

	3
	1.247057
	-1.19666

	4
	2.746177
	0.184066

	5
	0.623575
	0.124282

	6
	1.764494
	-2.84022

	7
	1.070515
	-1.84701

	8
	2.234325
	0.698758

	9
	2.184128
	2.280239

	10
	2.158839
	-2.28482

	11
	0.624151
	-2.37569

	12
	1.237485
	2.883411

	13
	0.603422
	-1.18504

	14
	1.133942
	-2.76846

	15
	1.060655
	0.763488

	16
	1.634607
	-0.46491

	17
	1.52253
	-2.27504

	18
	1.719188
	1.762138

	19
	0.625061
	2.804486

	20
	1.696573
	-1.69175

	21
	1.812314
	-1.0321

	22
	1.63462
	0.509415

	23
	2.811188
	-1.95737

	24
	1.028624
	-0.567

	25
	1.527149
	2.319619

	26
	1.861841
	2.853233

	27
	2.411897
	-3.07101

	28
	2.784687
	2.113132

	29
	2.277422
	-1.50877

	30
	2.345421
	-0.65404

	31
	2.278241
	1.464227

	32
	0.579954
	1.373127

	33
	1.69346
	1.112751

	34
	0.972182
	2.113949

	35
	1.264106
	0.057137

	36
	1.188862
	1.457925



	Index 
	 
	

	1
	0
	0

	2
	0.850652
	0

	3
	1.879161
	3.024454

	4
	1.502365
	2.080642

	5
	2.066473
	-2.21373

	6
	1.589575
	-2.03598

	7
	1.144753
	1.678014

	8
	1.830538
	0.964363

	9
	1.391476
	-3.03552

	10
	1.820414
	-2.70206

	11
	0.496613
	0.581055

	12
	2.351968
	-2.80103

	13
	1.112947
	0.550136

	14
	1.046845
	-1.98436

	15
	1.577042
	-0.51212

	16
	2.359303
	-1.1411

	17
	1.342615
	-2.48765

	18
	1.988906
	-1.62282

	19
	2.083484
	-0.57506
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