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1 Summary
One central question related to the characterization tests to be carried out with the VRStream audio profile candidate solutions is the definition of the Common Informative Binaural Renderer (CIBR). The characteristics of that renderer may have implications on the methodology to be applied for these tests. Two competing proposals for the CIBR have been made, one by the source [1] and one by Qualcomm [2]. In order to progress the discussion, and in order to help parties to consider the proposals in a fair way, the source would like to request clarifications on the proposal in [2].

The source also raises a methological problem with the testing of binauralized immersice audio that was pointed out in the 3GPP VR study phase and which persists for certain of the considered test methodologies for VRStream audio profile characterization tests 2 and 3. 

2 Request for clarification

The source understands the CBIR proposal of [2] that it would involve using the following plugins:

1.
ESD to HOA conversion using the “AmbiX Decoder” plugin (https://github.com/kronihias/ambix).
2.
Sound field rotation with the “AmbiX Soundfield Rotator” plugin (https://github.com/kronihias/ambix).

3.
HOA to binaural conversion with the “Google Resonance Monitoring” plugin (https://github.com/resonance-audio/resonance-audio-daw-tools).

One topic of the past discussions was implementability. While the source is of the opinion that implementability must obviously be ensured such that the corresponding experimental reference conditions with the CIBR can be created, it was not clear to the source if other parties would suggest imposing stricter requirements on implementability, for instance such that the renderer could be practically implemented on a mobile device with limited computational resources. The source is not of the opinion that this has to be required for a renderer that should only be used as a quality reference point in a subjective listening test. However, it would be desirable to get clarification on that point so that it is ensured that there is a common understanding.
In case there are views that ‘implementability’ should be understood in a stricter sense of practical implementability on a mobile device, the source would request to get clarification on the licensing conditions of the suggested plugins. A relevant question for practical implementations in 3GPP devices is if the plugin, or respectively, the associated technology would be licensed according to the ETSI IPR policy. 
A related question for clarification is about the license terms in case the plugins are exclusively used for the creation of reference signals for testing and what the proponent of a solution would have to do in case the licensing terms would be unacceptable for that proponent.  

As a matter for enabling reproducible and meaningful tests, the source would also like to get clarification on documentation and matureness of the suggested plugins. For instance, the README file of the AmbiX plugins state under known problems that documentation is missing and that one can (for now) check certain paper references. The present version number appears to be v0.2.8, which may indicate that the software is not distributed in a stable release. The source would hence request that proper documentation would be made available that can be incorporated in relevant 3GPP TRs. In addition a clear indicator should be provided that (and why) the plugins can be considered stable and not leading to unforeseen issues potentially invalidating the tests. 

Notwithstanding clarifications on the above-listed formal issue, before the plugins can be considered, the source also requests to get clarifications on technical characteristics of the plugin. The following is a list of items on which the source kindly requests clarification: 

· What is the motion to sound latency on various platforms, e.g. Windows-PC, Apple Workstation, different OS versions, etc.?

· How much latency is added by a soundcard? 
· Are there significant latency differences between different platform/soundcard combinations and how to deal with such differences.

· Is the motion-to-sound latency guaranteed to meet relevant audio component interaction latency requirements of a VR system?

· What is the rendering quality of the plugin? 
· Is the rendering quality of the plugin the minimum acceptable quality level for any 3GPP VR streaming application?

· Is the rendering quality sufficient for VRStream applications?
· Is a rendering quality below the level provided by the plugins or possibly unnecessarily high?
· What is the basis for any such judgement?

· According to [2], the CIBR may introduce spatial and or timbral quality changes to the rendered objects and channel based-audio signals. The corresponding quality impairments should be quantified. 
3 Methodological problem of testing with binauralized audio
During the VR study phase, SA4 carried out several tests with binauralized immersive audio signals. SA4 encountered a methodological problem with this kind of testing. Accordingly, TR on VR 26.918 added a disclaimer on test results with binauralized audio that reads as follows: 

“the observed quality scores are only applicable to the specific rendering and binauralisation processes used and the conclusiveness of the results is limited by the distortions or localization errors associated with these processes.” 
Depending on the test methodology, this problem will cause that the results obtained in the VRStream audio profile characterization tests with binaural rendering (tests 2 and 3) may suffer the same limitations and be potentially inconclusive with regard to distortion or localization. Distortion and localization are attributes relate to spatial quality, artifacts and overall quality, which should be evaluated in renderer test 3. Both Mushra and CCR [3] test methodologies can be assumed to suffer from this problem. 

Thus, unless a test methodology is chosen that may avoids this problem, test 2 and especially the renderer test 3 should only be informative and not be used as a basis for the selection of VRStream audio profiles. A test methodology that avoids the problem is the ADA methodology [4].

4 Conclusion and proposal

The source has formulated a clarification request related to the CIBR proposal of [2]. The source understands that corresponding clarifications should also be made, if applicable, for any CIBR proposal, including the proposal by the source [1]. The source suggests to agree on the list of clarification items provided in section 2. With regard to the CIBR proposal by the source which is to rely on a suitable ITU-R production monitoring renderer with binauralization according to guidance given in TR 26.918, the source proposes to seek clarification in a liaison with ITU-R WP6C. In that context it is to be noted that such a liaison communication is one of the Liquimas work item objectives.
Furthermore, related to the methodological problem of testing with binauralized audio discussed in clause 3, the source kindly requests to rely in tests 2 and 3 on a test methodology avoiding the problem or to carry out these tests only in an informative manner and not rely on the results when selecting VRStream audio profiles.
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