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1 Summary
Tdoc S4-180318 [1] represents the present draft set of requirements for submission information for VRStream audio profiles. This set of requirements is still relatively general and details for the audio testing remain undefined.
This contribution identifies items and issues that are still open and fall under the Liquimas work item scope, and makes proposals how to resolve the same.  

2 Present draft set of characterization test requirements 
The following table displays the set of characterization test requirements of [1].
	Audio Quality Characterization Test Results
	The following characterization test shall be conducted and results provided and documented:

Codec Quality Characterization (Tests 1 and 2)

· ITU-R BS.1534-3

· Evaluates Basic Audio Quality
· Test 1

· Using Reference Renderer for Reference and Degraded conditions

· Over loudspeakers

· Test 2 - Optional

· Using Common Informative Binaural Renderer for Reference and Degraded conditions

· Over headphones

· All test materials for all proponents are according to corresponding LiQuImAS test plan.

Reference Binaural Renderer Quality Characterization (Test 3)

· 3GPP TS.26.260 (LiQuImAS) - Rendering Test (TBD in LiQuImAS)
· Over headphones with head tracking

· Characterize media profile performance with Reference Renderer and optionally but strongly recommended media profile performance with Common Informative Binaural Renderer.
· Evaluates the following attributes:

· Spatial Quality

· Artefacts

· Timbre Quality

· Overall Quality

· All test materials for all proponents are according to corresponding LiQuImAS test plan.




3 Open items and issues

Test 1 and 2 will be performed according to ITU-R BS.1534-3 (Mushra) methodology. The following is undefined or unclear:
· Reference condition
The reference condition could bypass the coding system and directly render the material using the reference renderer provided with the solution. This would require that the renderer is capable of directly rendering the various relevant ingest formats (channel-, scene-, and object-based audio). The source is of the opinion that such a requirement should not be imposed on the candidate solutions and that there is no guarantee that the rendering would in all cases be done properly.
A possible alternative could be to rely on the processing steps of the candidate solution remapping the various relevant ingest formats to a format that can be processed by the renderer. Even in that case there is no guarantee that the rendering would in all cases be done properly.
None of the two options above ensures that the content of the reference condition is rendered in accordance with the artistic intent of the content production/authoring. A solution that impairs the rendering would thus potentially skew the test results since renderering impairments might conceal compression related impairments. 
The source is therefore of the opinion that a proper reference for the Mushra test must be independent of the solution and ensure that the artistic intent of the content is preserved. Such a reference must hence be generated by using the renderer intended when the content was produced/authored. It is to be noted that ITU-R, being aware of the need of renderers that will faithfully reproduce content that is being created today, and help guarantee playback with the author’s full intent, currently undertakes an effort defining a baseline renderer for programme production and monitoring. This work is carried out by ITU-R WP6C-RG33 under Question ITU-R 139/6 Methods for rendering of advanced audio formats. 
Thus, the source suggests generating the reference conditions for the Mushra tests must use a renderer that was intended when producing the sound item and guarantees the authors full intent. As (optional) test 2 will be done with binauralized rendering over headphones, the renderer needs a suitable binaural extension. This is beyond the scope of this conference call; the source suggests addressing this in some of the future Liquimas or VRStream telcos/meetings. 
· Anchor conditions
The source suggests using 3.5 kHz and 7kHz lowpass filtered versions of the reference condition.
· Loudspeaker system/headphone playback system
The source suggests using a loudspeaker system for test 1 that is suitable for playback of the items with the author’s full intent. 
For optional test 2 the source suggests to use a high-quality headphone / amplifier system without head tracking. Individualized HRTF or headphone equalization should not be required.
· “degraded” conditions
The source suggests to operate the candidate audio solution at least at three bit rates, required for three quality levels, intermediate, high and almost transparent. 
· Common Informative Binaural Renderer
There is currently no agreed definition of a common informative binaural renderer. 
The source suggests using the same binaural renderer that is used for the reference conditions of test 2, suitable for playback of the items with the author’s full intent.
· Test material
The source suggests leaving the actual material selection at the discretion of the audio solution proponent. There should though be at least 3 items each out of the audio content categories channel, object, and scene-based audio. 
· LiQuImAS test plan
The source suggests including the above proposals into a test plan for VRStream audio profile selection. 
Test 3 is supposed to characterize the quality of the Reference Binaural Renderer. The following is unclear or undefined:

· Test methodology
SQ/Liquimas has so far discussed several test methodologies that could be applied for the rendering test (test 3). These are Mushra, a CCR methodology proposed by HEAD acoustics [2] and the ADA methodology proposed by Dolby [3]. Each of these technologies has certain strengths and weaknesses, such a simplicity, ability to assess spatial and quality attributes in a comparative fashion, or the ability to assess spatial and quality attributes in absolute category ratings. None of these methodologies have been agreed so far for the rendering test. The source believes that a common understanding of the Common Informative Reference Renderer is key to the selection of the test methodology. 
If, as the source suggests, the Common Informative Reference Renderer is a suitable production monitoring renderer that ensures that the artistic intent of the source items is preserved, then test 3 can be carried out following Mushra methodology. In that case it can be assumed that the Mushra scores obtained for the conditions of the solution with its reference renderer will adequately reflect overall quality, spatial quality as well as potential degradations due to artefacts and timbre impairments.
Thus, the source suggests carrying out test 3 as a Mushra test, provided that the Common Informative Reference Renderer is a suitable production monitoring renderer for each respective test item. 
· Headphone listening with head tracking
It is apparent that there is currently no established test methodology for audio tests with head tracking. At last MPEG-121 meeting, there was a discussion on how to evaluate MPEG-I Audio systems allowing up to 6 DoF. This discussion has not been concluded yet. One of the contributions [4] demonstrated that “on-line” VR evaluations suffered from various confounding factors compared to “off-line” evaluations. As a result, “on-line” testing resulted in less critical ratings than “off-line” evaluations. There is thus currently no established test methodology for on-line tests such as tests with head tracking.
The source therefore suggests that due to lack of an established test methodology with head tracking, test 3 should not be done with head tracking.  
4 Proposal  
The source kindly suggests to incorporate the above proposals in a test plan for VRStream audio profile selection.
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