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1. Introduction

In [1] we presented the Punctured 2D Product RS Code, which can be viewed as a simple extension of the regular RS code suitable for protecting large messages. These types of RS code extensions can make RS codes suitable for both streaming and download applications. Further, 2D RS codes can provide good error protection for files of varying sizes.

For message and packet sizes being considered, the large size of the 2D block allows to accommodate all of the message data in one block.  Typically, RS decoding is performed in blocks, which size is limited to 255 or less elements due to performance considerations. With 2D RS codes block size is substantially larger.

As indicated in [1], 2D RS codes can be enhanced further by choosing a suitable puncturing scheme. A puncturing scheme must be designed so that it can handle uneven distribution of errors across the block columns and rows. In this paper we present one parameterized puncturing scheme and provide results of simulations that compare its performance with that of the regular RS codes in the following aspects:

Coding efficiency. We compared the performance of the two codes as a function of FEC overhead. Two characteristics were measured:

· An average amount of the message data per user session that is missing after decoding.

· Percentage of the clients that have not been able to decode a message by the end of the multicast transmission.

Complexity. Amount of time needed for decoding a message is directly related to the size of the encoding block. We will look for the shortened 2D codes, which can be decoded in less time but still provide the same or better coding efficiency as the regular RS codes.
2. 2D FEC Block Layout

The dimensions of the 2D FEC block and the puncturing pattern are defined by the 5 parameters: k1, k2, n1, n2, n3. Assuming generic 2D RS decoding capabilities parameter n3 need not be provided to the decoder. The block can be viewed as a two-dimensional array with n1 rows and n2 columns. Each element of the array corresponds to a data or redundancy packet, which size matches the size of an SDU transmission packet.

The encoding process involves the following steps:

· Original data packets are placed into the rectangle of k1 rows and k2 columns at the top-left corner of the FEC block.    

· Left k2 columns of length n1 are encoded using the (n1, k1) code.

· Bottom (n1-k1) rows of length n2 can be coded based on their leftmost k2 values obtained at the previous step (“checks on checks”).

Our chosen puncturing scheme is such that only the block elements belonging to the two regions of the FEC block are transmitted:

· The top-left rectangle of n3 rows and k2 columns (called just “rectangle”). 

· The triangle corresponding to the top-left half of rectangle of width 
            (n2-k2) and height (n1-n3) placed at the block’s bottom-right corner. We will call it further “triangle”.  
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Figure 1: Layout of the 2D RS Block

The resulting data rate of our code will be:
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To provide some reasoning behind this type of puncturing, the decoder can start for example to decode columns. These columns with at least k1 elements can then be reverse decoded. “triangle” rows are then used to provide more elements for those columns with less than k1 elements. This process can be iteratively be repeated.

3. Iterative Decoding

Decoding process is iterative where for each step the decoder attempts to decode the block columns and rows alternately. The iterative process stops when all message data is recovered or, on the contrary, if no new elements could be decoded at a certain step.

For a row to be decoded it must contain k2 known elements. The column must contain k1 known elements. After some row or column has been decoded, we can reconstruct all its elements using reverse encoding process. These elements can then be used in further decoding steps.

4. Missing Data vs. FEC Overhead

We compare performance of 2D and 1D RS codes (block size = 255) in a multicast download session. The size of the message is 3Mbyte, and the size of SDU is 300 bytes, including 40-byte header. 

We simulate random SDU loss of 10% and 20%. An average amount of message data that is missing after attempted decoding of the multicast transmission is measured as a function of FEC overhead. 
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Figure 2: Average Missing Data vs. FEC Overhead (10% SDU Loss)
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Figure 3: Average Missing Data vs. FEC Overhead (20% SDU Loss)

5. Session Completion Rate vs. FEC Overhead

From the system point of view it is important that majority of the clients be able to complete message downloading in a multicast session. Even if amount of missing data is small, the necessity to handle numerous unicast completion sessions makes things difficult for a service provider.

The figures below show the percentage of decoding failures as a function of FEC overhead. Session parameters are the same as in the previous paragraph. 
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Figure 4: Session Completion Rate vs. FEC Overhead (10% SDU Loss)
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Figure 5: Session Completion Rate vs. FEC Overhead (20% SDU Loss)



6. Decoding Complexity

The most efficient way to decode a packet-based erasure RS code is to calculate an inverse matrix for each block. The cost of this operation is spread for the whole length of the packet, and as the size of the SDU reaches several hundred bytes, it becomes almost negligible. Computing decoded elements involves multiplying encoded data vectors for the inverse matrix, and the complexity of such operation is linearly proportional to the size of the block.

The 2D RS code is decoded in an iterative process.  Each column is decoded just once as a normal 1D RS block. Only small number of the rows get to be decoded, therefore complexity of the 2D code is only slightly (for 5-10%) higher than that of the 1D RS code of the same block size.

Using 2D RS codes to reduce decoding time boils down to finding a code with a shorter column length that would nonetheless provide the same or higher level of the coding efficiency compared to the corresponding 1D RS code. Below we demonstrate that this indeed is possible.

As an example we consider downloading of a message of size 1M with SDU payload size of 260 byte, and SDU loss rate of 20% with desired session completion rate of 95%. The column length of the 2D RS code is limited to 128, therefore their decoding will be almost twice as fast as for the corresponding 1D RS code. Under these assumptions, the 2D RS code still outperforms the corresponding RS code requiring only 32% FEC overhead as opposed to roughly 38% for the 1D case. 

7. Conclusion and Proposal

The use of 2D RS codes as a forward error correction mechanism for MBMS was discussed. 2D RS codes in themselves have an advantage over plain 1-dimensional RS codes in different scenarios but using different types of puncturing schemes. their efficiency can be further enhanced. An exemplary puncturing scheme is presented and some results are provided.

We propose that 2D RS codes be considered for usage with MBMS.
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