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1.
Introduction

At SA4#30 (Febr. 2004) it was decided to draft a permanent document about how to perform simulations for the evaluation of FEC methods for MBMS user services. Such methods could be FEC for erasure reconstruction, packet repetition, or combinations thereof (e.g. transmission of incremental redundancy on request). These guidelines focus on the selection of the simulation procedure of FEC schemes and on the selection of appropriate simulation parameters. Download and streaming user services will be treated separately in UTRAN and GERAN scenarios.
FEC schemes for streaming services shall be evaluated for 5s latency among other values. Lower latency is prefered. For download services RAM memory constraint of 512kByte should be taken into account. Latency is defined as the initial buffering time in order to guarantee no buffer underflows.



Three different sources  for potential data losses and corresponding models are described in this document: link loss, cell change loss, and cell congestion loss. Furthermore, IP packet loss can also occur in the Core Network or the public Internet. Even though these losses will be seldom they might have severe impact on the system behaviour as they typically affect many or even all receivers. Depending on the chosen usage scenario some or all of the mentioned sources for packet losses need to be considered for the design and evaluation of appropriate FEC mechanism. 

A complete specification of the code should be made available. The specification should allow the implementation of the scheme and obtain the same performance as that shown in the simulation results. 

In addition, a proposed FEC scheme should document whether it is systematic or non-systematic.
2. Systematic vs. non systematic codes
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3. 
System View

Broadcast and multicast services will be provided over certain service areas, which may spread over one or more radio cells [1]. Within one cell, the users perceive different radio conditions depending on their location and on their movement in the cell. Error simulations should therefore not only consider the typical transmission behaviour for a fixed BLER value (“fixed BLER model”) but also for the entirety of users within one cell and within the entire service area (“multi-user model”). Note that only with an underlying multi-user model  it is possible to obtain results reflecting the overall system performance, which can be used to configure FEC in an optimal way such that the overall transmission costs is minimized for a given desired quality-of-service (e.g. deliver a 1MB file error-free to 95% of all users within 10 minutes). The outcome of multi-user simulations are also helpful to optimize the underlying MBMS radio bearers. 

This document proposes as a minimum requirement simulations assuming a fixed BLER model. Nevertheless, it is recommended to also produce simulation results for the multi-user case. Those simulations are a straightforward extension to the fixed BLER simulations.  

4. 
Terminology

Source file/source stream
The original data to be sent to the user

Source block
A segment of the source file/stream to which a forward error correction scheme is to be applied. The FEC scheme is applied to each source block independently. A source block may or may not consist of a contiguous section of the source file/stream.

Source symbol
A unit of data within a source block upon which the FEC scheme operates

Parity symbol
A unit of data generated by the FEC scheme from the Source Symbols. The FEC scheme recovers source symbols given a set of parity symbols and, possibly, a sub-set of the source symbols.

Encoding symbol
A parity symbol or a source symbol (in the case of systematic codes)

Source packet
A data packet containing one or more source symbols

Parity packet
A data packet containing one or more parity symbols

Encoding packet
A data packet containing one or more encoding symbols

Encoding block
The collection of encoding symbols or encoding packets generated from a single source block

Note: the size of source and parity symbols and their packing into source and parity packets may vary dramatically depending on the forward error correction codes. In some cases, source and parity symbols consist of a whole packet of data. In other cases they consist of single octets and in some further cases of some unit in-between.

The relationship between these terms is illustrated in the following diagram:


[image: image8.wmf]Source file/stream

Source blocks

Source symbols

Encoding

symbols

Parity symbols

Parity symbols

Encoding

packets

K Source packets

K Source packets

N

-

K Parity packets

N

-

K Parity packets

Encoding Block

Encoding Block


An FEC scheme should explain the mapping of the buffering and delay constraints to the packetisation scheme (
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5. 
Loss Scenarios

5.1
Link Loss

We assume that data loss in the link layer is only caused by temporarily bad radio conditions. Other reasons like UE measurements and selective combining in UTRAN should be regarded as a special case and need to be modeled separately if they should be considered as well. Link Loss is relevant to all MBMS services for ptm distribution since there is no link layer retransmission protocol to recover lost packets. 

Here it is assumed, that one RLC SDU frame consists of exactly one entire IP packet including header. Erroneous reception or loss of radio data blocks (RLC PDUs) causes destruction of the involved SDU frames. For GERAN in unacknowledged mode the RLC receiver entity detects erroneous RLC PDUs based on the RLC CRC checksum and discards the entire RLC SDU.  For UTRAN the modelling of RLC with selective combining is ffs. Furthermore,  the parity check of the transport protocol (UDP) would detect bit errors and discard the respective IP packets. It would be in principle possible to circumvent both parity checks by re-configuring RLC or by using UDP-lite [2]. However, this will not be considered here as it is expected to behave worse in terms of transmit costs and required overhead. Since radio data blocks (RLC PDUs) are not aligned with SDU frames, an erroneous reception of a single radio data block may cause the loss of two or more consecutive IP packets (see Fig. 1, left side). E.g. if UTRAN RLC block 2 is corrupted, IP packets  2, 3, and 4 will be discarded. In GERAN (see Fig. 1, right side) the RLC PDUs as well as the corresponding physical layer blocks are significantly smaller than a typical IP packet  . Consequently, the loss of an RLC block could lead to the loss of at most 2 IP packets. However, it should be kept in mind, that a single loss of a small RLC PDU causes the erasure of a large IP packet, i.e. small loss event but large damage on IP layer if no further link layer mechanisms are provided.
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Figure 5.1: Example of segmenting RLC SDUs (= IP packets) into UTRAN (left) and GERAN (right) RLC PDUs .

The simulations shall take this into account and use RLC block error patterns from RAN and GERAN based on Physical Layer error simulations for typical mobile scenarios (pedestrian speed in urban environment, vehicular speed in urban and rural environment). As long as no such error patterns are available, random patterns with different error probabilities should be applied on the sequence of RLC data blocks, where the length of these blocks shall be selected according to the underlying radio channel (e.g. 640 bytes for UTRAN 64 kbps bearer service with 80 ms TTI length [3], 22 bytes for EGPRS GMSK MCS1 and GPRS CS1 coding schemes).


5.2
Cell congestion loss

Cell Congestion Loss is caused when the resources in a cell are oversubscribed and not all packets for all streams can be sent. According to the section on Quality of Service in TS23.246, MBMS shall be supported over 'Background class' bearers. In particular Background class may be appropriate for download applications. In this case packet loss for download applications due to competing data flows during cell congestion may be a source of packet loss that should be considered.

Cell congestion can be handled differently. One alternative is to buffer data during the congestion phase. By this approach data loss can be avoided. Drawback of buffering data is that the data flows in different cells are no longer synchronized. The preferable solution is therefore to drop packets as soon as the rate of the physical channel is lower than the rate of the dataflow coming from the BM-SC.     

Simulation of cell congestion shall be taken into account such that during a certain amount of time a certain percentage of radio data blocks are randomly lost.
5.3
Cell change loss
Cell Change Loss is primarily caused by a UE moving from one cell to another and temporarily losing the connection or being out of sync with the packet stream once it connects to the stream in the new cell, and thus Cell Change Loss is relevant to all MBMS services since there is no protocol that recovers from lost packets or synchronization problems when a UE moves from one cell to another.

Cell change loss may occur for ptm as well as for ptp content delivery. However, in this document we focus on ptm bearers. In this case,  cell change loss, is simulated by 100% loss of data for a specified time.

5.4
Combination of link loss, cell congestion loss, cell change loss, and packet loss in IP backbones
Depending on the chosen scenario different sources for data loss need to be considered. Simulation results should state which sources had been considered and in what way.

6.
SDU sizes, file sizes, and data rates

SDU frame error ratios will havily depend on the SDU (and IP) size even for the same error pattern on RLC level. It is therefore important to carefully study the effect of the SDU sizes on reliability and transmission costs. In particular for (E)GPRS RLC PDUs and consequently the size of link loss events are significantly smaller than an IP packet. For MCS1 the RLC PDU size is 22 Byte whereas IP Packets should not be smaller than 300 bytes in order to avoid extensive header overhead. The size is upper bound by the MTU (maximum transmission unit) size 

6.1
SDU sizes, file sizes and data rates for download services
Instead of mandating fixed sizes for files and SDUs, classes covering certain ranges both for SDU and file sizes shall be considered. Simulations should then be executed for representative file and SDU sizes from the different classes taking the underlying RAN scenario into account. For the download of one file, it is assumed that the data are segmented into payload packets of equal size (except for the last one). The SDU size will then be:

SDU_Size = Payload_Length + Header_Length ,

where the header length includes FLUTE/ALC ( 16 bytes for the data transfer ), UDP (8 byte), and IP (20 byte) overhead.

The data rates will be dictated by the BM-SC, which distributes the data via the GGSN to the RANs (see Fig. 1 of [4]) in broadcast or multicast mode. For download services over a background class channel, the data rate is fluctuating according to the varying load in the cell. For the simulations, an average data rate below the rate of the bearer service should be selected.
6.2
SDU sizes, media data rates and stream duration for streaming services
In case of streaming it is assumed, that the data rate of the respective bearer service can be fully utilized. According to the FEC overhead, media data rates have to be lower, typical values are specified for the respective bearer service in Section 6. For the stream duration short streams (20 s commercials) and medium length streams of 5 min shall be considered. 

For streaming, the assumption that all SDUs are of the same size is no longer valid. In fact, a trace from an encoded video clip have shown, that the number of bytes per frame varies substantially even when I-frames are excluded [5]. It is therefore important to take packet sizes from real simulations of a streaming application and to perform error simulations on this packetised data stream  Alternatively, SDU sizes should be taken from a traffic model as described in TR 26.937 [11].  The header overhead should be taken into account as discussed before.

7.
RAN User Data Rates

This section summarizes RLC data block sizes and user data rates. 

7.1 GPRS

	
	
	User Data Rate [kbps]

	Coding Scheme
	User data size in one RLC block [octets]
	1 transmission
	2 transmissions
	3 transmissions

	CS-1
	20
	8.0
	4.0
	2.67

	CS-2
	30
	12.0
	6.0
	4.0

	CS-3
	36
	14.4
	7.2
	4.8

	CS-4
	50
	20.0
	10.0
	6.67


Table 2:
RLC data block sizes and user data rates vor GPRS channel coding schemes 
CS-1 to CS-4.

According to this Table 2, suitable combinations of RLC data block sizes and data rates can be selected. Higher data rates can be obtained by allocating multiple time slots (up to 6). In [6] it is shown, that RLC data block repetition with soft combining reduces the loss probability such that 1% SDU frame error ratio can be achieved for 500 bytes SDU frames at about C/I of 9 dB for CS 2 and CS 3 with 3 transmissions and chase combining (see Fig. 2 of [6]). Information from GERAN is required for the selection of appropriate combinations for MBMS services. [6] also shows that the throughput can be further increased by using outer coding at the RLC layer instead of a simple repetition code. 

7.2 EGPRS

EGPRS comprises 4 GMSK coding schemes MCS-1 to MCS-4 and 5 8PSK coding schemes MCS-5 to MCS-9. For an overview see e.g. [7]. Note, that for schemes MCS-7 to MCS-9 two radio data blocks will be transmitted within one time slot.

	
	
	User Data Rate [kbps]

	Coding Scheme
	User data size in the RLC blocks [octets]
	1 transmission
	2 transmissions
	3 transmissions

	MCS-1
	22
	8.8
	4.4
	2.93

	MCS-2
	28
	11.2
	5.6
	3.73

	MCS-3
	37
	14.8
	7.4
	4.93

	MCS-4
	44
	17.6
	8.8
	5.87

	MCS-5
	56
	22.4
	11.2
	7.47

	MCS-6
	74
	29.6
	14.8
	9,87

	MCS-7
	2x56
	44.8
	22.4
	14.93

	MCS-8
	2x68
	54.4
	27.2
	18.13

	MCS-9
	2x74
	59.2
	29.6
	19,73


Table 3:
RLC data block sizes and user data rates per time slot for EGPRS channel coding schemes MCS-1 to 9.

According to Table 3, suitable combinations of RLC data block sizes and data rates can be selected. In [6] it is shown, that with RLC data block repetition 1% SDU frame error ratio can be achieved for 500 bytes SDU frames at about C/I below 12 dB for MCS-3 and MCS-4 with 3 transmissions and for MCS-1 and MCS-2 with 2 transmissions (see Fig. 4 of [6]). As for the GPRS case, [6] also shows that the throughput can be further increased by using outer coding at the RLC layer instead of a simple repetition code. Information from GERAN is required for the selection of appropriate combinations for MBMS services. 

7.3 UTRAN FDD

For UTRAN FDD the following user data rates are typically supported: 16, 32, 64, 128, and 256 kbps. This is the data rate provided by the radio bearer. From an application point of view the data rate will be lower due to IP, UDP and FLUTE overhead. Data are transmitted in transport blocks within transmission time intervals (TTIs) of 20ms, 40ms, or 80ms. Possible transport block sizes are simply derived from the product of TTI and data rate and vary from 40 bytes to 1280 bytes. 

Results of extensive error simulations based on various channel models have been reported in [3]. It is realized, that the error resilience increases with longer TTIs. Therefore,  40 and 80 ms TTIs should be considered where an 80ms TTI is optimal from an error-resilient perspective whereas a 40 ms TTI gives a good trade-off between complexity and error-resilience. 

8.
Simulation Parameters

8.1
Download over GERAN bearer services
File sizes:
- small (30 kB – 300 kB)


- medium (300 kB – 2 MB)

meaningful combinations of RLC block length and bearer bit rates:

	RAN-Scenario
	RLC data block length [bytes]
	Data rate [kbps]

	GPRS CS-2, 3 transmissions
	30
	< n · 4.0

	GPRS CS-3, 3 transmissions
	36
	< n · 4.8

	EGPRS MCS-1, 2 transmissions
	22
	< n · 4.4

	EGPRS MCS-2, 2 transmissions
	28
	< n · 5.6

	EGPRS MCS-3, 3 transmissions
	37
	< n · 4.93

	EGPRS MCS-4, 3 transmissions
	28
	< n · 5.87

	EGPRS MCS-5, 3 transmissions
	56
	< n · 7.47


n: number of time slots (max. 6)

SDU sizes (including header) [bytes]:


300, 500

The given values should be regarded as target sizes. Deviations are possible.

Error Patterns:
- from GERAN for different mobile scenarios


- random 

 The current working assumption is that, in order to provide MBMS with a satisfactory QoS, Frequency Hopping needs to be used. In the simulations for GERAN it is assumed that ideal FH was used.  In this case the errors can be considered random. However, if non-ideal FH is used, then the errors will exhibit a certain correlation, and in this case simulation results are needed. 
BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%


- Cell congestion scenario: 20%, 50%, 70%, 100% for X1 seconds


- Cell change scenario : 100% for X2 seconds


- Combinations of link loss and cell change loss or cell congestion loss

The mapping of BLER patterns on SDU loss patterns shall be done according to the procedure outlined in Section 5 of [12].
8.2
Download over UTRAN bearer services
File sizes:
- small (30 kB – 300 kB)


- medium (300 kB – 2 MB)


- large (2 MB – 10 MB)

meaningful combinations of RLC block length and bearer bit rates:

	RAN-Scenario
	RLC data block length [bytes]
	Data rate [kbps]

	16 kbps service, 80 ms TTI
	160
	< 16

	32 kbps service, 80 ms TTI
	320
	< 32

	64 kbps service, 80 ms TTI
	640
	< 64

	128 kbps service, 80 ms TTI
	1280
	< 128


SDU sizes (including header) [bytes]:


200, 300, 500, 800, 1400

The given values should be regarded as target sizes. Deviations are possible.

Error Patterns:
- from RAN1 for different mobile scenarios,


- random 

BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%, 5%, 10%


- Cell congestion scenario: 20%, 50%, 70%, 100% for X1 seconds


- Cell change scenario : 100% for X2 seconds


- Combinations of link loss and cell change loss or cell congestion loss

The mapping of BLER patterns on SDU loss patterns shall be done according to the procedure outlined in Section 5 of [12].
8.3
Streaming over GERAN bearer services
Media data rate (including header overhead) [kbps]:


6, 12, 18, 24

meaningful combinations of RLC block length and data rates:

	RAN-Scenario
	RLC data block length [bytes]
	number of time slots
	bearer bit rate [kbps]
	media data rates [kbps]

	GPRS CS-2, 3 transmissions
	30
	2
	8
	6

	
	
	4
	16
	12

	
	
	6
	24
	18

	GPRS CS-3, 3 transmissions
	36
	2
	9.6
	6

	
	
	4
	19.2
	12

	
	
	6
	28.8
	18

	EGPRS MCS-1, 2 transmissions
	22
	2
	8.8
	6

	
	
	4
	17.6
	12

	
	
	6
	26.4
	18

	EGPRS MCS-2, 2 transmissions
	28
	2
	11.2
	6

	
	
	3
	16.8
	12

	
	
	4
	22.4
	18

	
	
	6
	33.6
	24

	EGPRS MCS-3, 3 transmissions
	37
	2
	9.86
	6

	
	
	4
	19.72
	12

	
	
	5
	24.65
	18

	
	
	6
	29.58
	24

	EGPRS MCS-4, 3 transmissions
	28
	2
	11.74
	6

	
	
	3
	17.61
	12

	
	
	4
	23.48
	18

	
	
	5
	29.35
	24


SDU sizes (including header) [bytes]:


fixed sizes: 300, 500


sizes from real simulations or according to the traffic model of TR 26.937.
Block Error Patterns:


- from GERAN for different mobile scenarios


- random 

BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%


- Cell change scenario : 100% for X2 seconds


- Combinations of link loss and cell change loss 

The mapping of BLER patterns on SDU loss patterns shall be done according to the procedure outlined in Section 5 of [12].
8.4
Streaming over UTRAN bearer services
Media data rate (including header overhead) [kbps]:


12, 24, 48, 100

meaningful combinations of RLC block length and data rates:

	RAN-Scenario
	RLC data block length [bytes]
	bearer bit rate [kbps]
	media data rates [kbps]

	16 kbps service, 80 ms TTI
	160
	16
	12

	32 kbps service, 80 ms TTI
	320
	32
	24

	64 kbps service, 80 ms TTI
	640
	64
	48

	128 kbps service, 80 ms TTI
	1280
	128
	100


SDU sizes (including header) [bytes]:


fixed sizes: 300, 500, 1000, 1400


sizes from real simulations or according to the traffic model of TR 26.937
Block Error Patterns:


- from RAN1 for different mobile scenarios


- random 

BLER for random EP:


- Link loss scenario: 0.01%, 0.1%, 0.5%, 1%, 5%, 10%


- Cell change scenario : 100% for X2 seconds, the value of X2 is ffs.

- Combinations of link loss and cell change loss 

The mapping of BLER patterns on SDU loss patterns shall be done according to the procedure outlined in Section 5 of [12].
9.
Minimum set of parameters

According to the wide variety of meaningful sets of parameters, we concentrate here on a few parameter combinations to ease the comparison of different FEC methods. Mandatory parameters are shown in bold faces, some optional ones in italics
9.1
Download Services

· File sizes: 
100 kB, 500 kB, and 3 MB
· UTRAN bearer bit rate: 
64 kbps
· UTRAN RLC block length:
640 bytes (corresponding to 80 ms TTI)
· GERAN bit rate: 
16 kbps (CS-2, 3 transmissions, 4 time slots)
· GERAN RLC block length: 
30 bytes
· SDU size: 
500 bytes ( 25 bytes (made up of header and payload)
· FLUTE/UDP/IP overhead:
44bytes
9.2
Streaming Services

· Stream duration:
5 min

· Stream bit rate 
(including header overhead):
48 kbps for UTRAN, 12 kbps for GERAN
· UTRAN bearer bit rate: 
64 kbps

· UTRAN RLC block length:
640 bytes (corresponding to 80 ms TTI)
· GERAN bit rate: 
16 kbps (GPRS CS-2, 3 transmissions, 4 time slots)

· GERAN RLC block length: 
30 bytes 
· SDU size (fixed): 
500 bytes ( 25 bytes (made up of header and payload)

· SDU size (variable):
from real simulations or sizes according to the traffic model of TR 26.937
· 
· 
· 
· 
· 
· 
· 
· 
· 
9.3 
Error Scenarios

9.3.1 
Link Loss Scenarios

· UTRAN:
random transport block loss
 
loss ratios: 0.5%, 1%, 5%, 10%
· GERAN
random RLC data block loss
 
loss ratios: 0.05%, 0.1%, 0.5%, 1%
9.3.2 
Cell Change Loss

UTRAN and GERAN:
single interruption of 1s, 2s, and 3s
9.3.3 
Combination of Link Loss and Cell Change Loss

· UTRAN:
random transport block loss ratio of 1%
 
single interruption of 3s
· GERAN
random RLC data block loss ratios of 0.1%
 
single interruption of 3s
10.
Overhead and Performance Evaluation 

To allow the comparison of different FEC methods we define here a unified performance evaluation procedure. It is well known, that the reconstruction probability of lost SDU frames for a certain erasure channel depends mainly on:

· the overhead spent to protect the source data,

· the FEC scheme itself,

· and on the arrangement (interleaving scheme, encoding block length, codeword length) of source data and parity data.

Note, that an optimal arrangement of source and parity data in an encoding block depends heavily on the FEC scheme. E.g. for LDPC codes the performance increases with longer codeword length, whereas for RS codes on GF(28), the codeword length is restricted to 255 bytes, in this case some interleaving is required for large encoding blocks. In order to compare different FEC schemes, an optimal – or at least a near optimal – arrangement of source and parity data for the respective FEC scheme shall therefore be selected.


The following two quantities should be evaluated through simulation/analysis for each FEC scheme:
· Probability of Successful Decoding (only for download case) 
We are interested in the probability of successful decoding the entire file. When estimated using the actual channel conditions, this gives us an indication of the percentage of the users in a cell are able to decode the data successfully.
· Percentage of Post-recovery Useful Data (download and streaming case)
For each FEC scheme, after FEC decoding of the entire file or entire streaming session, we are interested in knowing how many packets of received data are useful to the application. For a given transmission overhead and the channel conditions, we can use this quantity to evaluate the usefulness of the transmitted data.

These metrics can be estimated from the simulation of FEC codes on typical file sizes.

% Post-recovery Useful Data, 
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The performance metrics across schemes should be evaluated/compared with the same buffering and latency requirements.



In the following, the performance measures will be defined, then it will be described how the simulations should be performed and how the simulation results could be compared. 

10.1
Performance Measures

· Transmission Overhead = (Encoding data volume / Source data volume – 1) ( 100 %
(is directly related to the transmission cost of a particular MBMS service)

· Reception Overhead = (Received data volume / Source data volume –1) ( 100 %
(data volume to be received for perfect reconstruction, only for download services)

· Post recovery failure probability for the full file for download services

· Post recovery mean time between failures (lost SDU frames) for streaming services (This is somewhat difficult because in case of unsuccessful decoding of an encoding block, one can expect many lost SDUs for this block. A better performance measure would be the duration of the disturbances and the mean time between such disturbances.)
· Residual error ratio for dowload and streaming services

· 
· 
· Maximum reconstruction delay for streaming (In case of SDU frame loss the UE has to wait for the reception of a number of successive SDU frames before the lost frame can be reconstructed. The reconstruction delay of a particular lost SDU frame is defined to be the time between the expected arrival of this packet and the successful reconstruction. Processing time shall be neglected. The maximum reconstruction delay is the maximum value of all individual delay times.)

· Memory requirement

· 
· A common complexity metric should be agreed. Number of byte level XOR operations could be such a metric. The complexity should be measured for each simulation. In case of systematic codes only the number of XOR operations per source symbol and per reconstructed symbol shall be counted. 
10.2
Simulation Procedure for download services

· Select a filesize for a specific download service.

· Select the RAN scenario (meaningful RLC block size and data rate combination, see Section 6, e.g. GPRS CS-3, 3 transmissions, 4 time slots, RLC block size: 36 bytes, data rate: 19.2 kbps).

· Select the source SDU size and specify header length and payload length. Calculate the number of SDUs by
 
number_of_source_SDUs = ceil (file_size / payload_length).
Remark: ceil(x) is the smallest integer, which is greater or equal to x.

· Calculate the transmission volume without FEC overhead by
 
source_transmission_volume = source_SDU_size ( number_of_source_SDUs 
(for sake of simplicicty it is assumed, that the last SDU is filled with padding octets, so that all SDUs have the same size).

· Select the FEC method to be tested. Select different FEC overhead values (e.g. 5%, 10%, 20%, 30%).

· Select the parity SDU size and specify header length and payload length. Specify the number of parity SDUs according to the selected FEC overhead. 

· Calculate for each selected FEC overhead the parity transmission volume by
 
parity_transmission_volume = parity_SDU_size ( number_of_parity_SDUs 
· Calculate the total transmission volume by
 
total_transmission_volume = 
 

source_transmission_volume+parity_transmission_volume 
· Calculate the total relative FEC overhead by
 
total_FEC_overhead = 
 

(total_transmission_volume / source_transmission_volume – 1)( 100%
Remark: This value will be somewhat higher than the selected one according to the FEC header overhead.

· 
· Select a number, k, of different transmission quality scenarios (different C/I values for GERAN, different TX power for UTRAN, different mobility scenarios, e.g. pedestrian, vehicular, etc.).
Remark: Different users within a cell will obtain different transmission qualities. For sake of simplicity, we are considering here a finite number transmission quality classes representated each by a certain C/I value or TX power value.
Distribution of N users among the k quality classes is ffs.
· For each selected transmission quality class:

· select the respective RLC error map file 

· or, in case such a file is not available, select a BLER value from BLER vs. Tx-Power diagrams in TR 25.803 [3] for UTRAN or from BLER vs. C/I diagrams [Reference ?] for GERAN; generate random block error patterns with uniform distribution according to the selected BLER.

· Specify the number of simulations, i, to be performed for the respective transmission quality class.

· For each simulation use different entry points into the error map files. Use cyclic repetitions of these patterns, if the pattern length is too short. In case of block error patterns generated by a random generator use different seeds.

· Map the sequence of correct and corrupted RLC blocks onto to the sequence of SDUs. Each time, when a corrupted RLC block hits one or more SDUs, the respective SDUs shall be discarded.

· Perform i simulations without FEC, determine the number of erroneous receptions, and count the discarded SDUs. Determine the average number of discarded SDUs and determine the percentage of erroneous receptions.

· Perform i simulations with the selected FEC scheme and the selected overhead, count the number of erroneous receptions after reconstruction, and count the lost SDUs, which could not be reconstructed. Determine the average number of lost SDUs and determine the percentage of erroneous receptions.
In addition, determine the performance measures listed in Section 9.1.

· Evaluate for each selected transmission class the probability of unsuccessful reconstruction for different FEC overhead (including no FEC). Compare different FEC schemes according to Fig. 9.1. Similarly, evaluate for each selected transmission class the average number of lost SDUs for different FEC overhead (including no FEC).

· Define a distribution of N users among the k different transmission quality scenarios. Evaluate the overall perfomance according to:

· total number of erroneous reception,

· total number of lost SDUs
· 
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Fig. 10.1 Probability of unsuccessful decoding for the entire file 
10.3
Simulation Procedure for streaming services

· Select a streaming service with source data rate and stream duration.

· Select the RAN scenario (bearer bit rate and RLC block size, resp. transport block size).

· Select the SDU size in case of fixed SDU sizes, take the SDU sizes from a certain media data stream, or generate variable SDU sizes according to the procedure described in Section 8.2. The handling of variable SDU sizes may be adapted to the selected FEC scheme and could e.g. be done as described in RFC 2733 [8] or in [9, 10]. 

· Select the FEC method to be tested. Select the total FEC overhead such that:
 
source_data_rate ( (1 + total_FEC_overhead) ( bearer_bit_rate
· Specify different values of the encoding block volume and calculate the encoding block transmission time by
 
enc_block_transmission_time = enc_block_volume / bearer_bit_rate
· Select a number, k, of different transmission quality scenarios (different C/I values for GERAN, different TX power for UTRAN, different mobility scenarios, e.g. pedestrian, vehicular, etc.).
Remark: Different users within a cell will obtain different transmission qualities. For sake of simplicity, we are considering here a finite number transmission quality classes representated each by a certain C/I value or TX power value.

· For each selected transmission quality class:

· select the respective RLC error map file 

· or, in case such a file is not available, select a BLER value from BLER vs. Tx-Power diagrams in TR 25.803 [3] for UTRAN or from BLER vs. C/I diagrams [Reference ?] for GERAN; generate random block error patterns with uniform distribution according to the selected BLER.

· Specify the number of simulations, i, to be performed for the respective transmission quality class.

· For each simulation use different entry points into the error map files. Use cyclic repetitions of these patterns, if the pattern length is too short. In case of block error patterns generated by a random generator use different seeds.

· Map the sequence of correct and corrupted RLC blocks onto to the sequence of SDUs. Each time, when a corrupted RLC block hits one or more SDUs, the respective SDUs shall be discarded.

· Perform i simulations without FEC and count the discarded SDUs. Determine the average number of discarded SDUs and determine the mean time between lost SDUs.

· Perform i simulations with the selected FEC scheme and the selected encoding block size and count the lost SDUs, which could not be reconstructed. Determine the average number of lost SDUs and determine the mean time between lost SDUs.
In addition, determine the performance measures listed in Section 9.1.

· Evaluate for each selected transmission class the average number of lost SDUs for different encoding block sizes to investigate the FEC performance as a function of the encoding block transmission time. Compare different FEC schemes according to Fig. 9.2.

· Define a distribution of N users among the k different transmission quality scenarios. Evaluate the overall perfomance according to:

· tbd
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Fig. 10.2 Residual data loss for the entire file of a download or streaming session
11.
Conclusion

This document describes simulation guidelines for the evaluation of FEC schemes for MBMs user services to ease the comparison of different methods, to find a compromise between FEC overhead and gain. 
The guidelines must be followed when perfoming FEC simulations. Additional results can be provided to demonstrate specific properties of the evaluated FEC scheme. 

This is a living document, which will be updated with the progress of evolving protection methods for MBMS user services.
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