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1 Summary

Our proposal on buffering requirements for continuous media (S4-010497) was approved in the Erlangen meeting to become an optional annex with a scope of video only. In the latest draft of TS 26.234 Release 5 (S4-AHP038), the proposed buffering requirements appear in optional Annex G. In Erlangen, some concerns about the interoperability between the buffering requirements in the video coding standards and Annex G were expressed. This document tries to clarify the issue.

It was previously shown (in S4-010497) that H.263 Hypothetical Reference Decoder (HRD) inherits three shortcomings:

· H.263 HRD does not allow initial buffering of data (beyond buffering of the first frame).

· H.263 HRD is decoupled from the displaying process. Consequently, it cannot guarantee a correct displaying rate and post-decoder buffering might be needed even in valid H.263 bit-streams.

· The output picture rate of H.263 HRD may exceed the limit set in the profile and level in use. In other words, H.263 HRD does not model an operation of a real decoder according to a certain profile and level.

This document shows that MPEG-4 Video Buffering Verifier (VBV) can solve the problems above but includes a processing requirement of very high bit-rates. If implementations do not follow this processing requirement strictly, post-decoder buffering might be required.

PSS Annex G is essentially a bug fix for the problems mentioned above. In addition, it allows flexibility in transport scheduling, which may further improve the perceived quality.

This document also concludes that any H.263 or MPEG-4 bit-stream can be used with Annex G, when appropriate buffering parameters of Annex G are used. Furthermore, the document shows that a decoder implementation according to a certain video coding profile and level can always decode annex-G-conformant bit-streams in real-time in a receiver built according to Annex G buffering model.

Section 2 of the document discusses similarities and differences of the listed buffering models and presents the shortcomings the video buffering models. Section 3 discusses the conformance issues.

2 Video Buffering Verifiers

2.1 General

Both H.263 and MPEG-4 include buffering verifiers as an integral part of the standard. In H.263, the verifier is defined in Annex B and called Hypothetical Reference Decoder (HRD), whereas in MPEG-4, the verifier is defined in Annex D and called video buffering verifier. MPEG-4 video buffering verifier consists of three models: the video rate buffer model, the video complexity model, and the video reference memory model. H.263 Hypothetical Reference Decoder corresponds to both MPEG-4 video rate buffer model and MPEG-4 video complexity model. 

A video rate buffer model is required in order to bound the memory requirements for the bit-stream buffer needed by a video decoder. With a rate buffer model, the video encoder can be constrained to make bit-streams, which are decodable with a predetermined buffer memory size. A video complexity model is required in order to bound the processing speed requirements needed by a compliant video decoder.  With a video complexity model, the video encoder can be constrained to make bit-streams, which are decodable with a predetermined decoder processor capability.

The video buffering constraints relate to MPEG-4 and H.263 profiles and levels. A profile is a set of features supported in the decoder. A level defines of a performance capability for decoder implementations. In practice, a definition of a particular level includes the maximum frame size, bit-rate, and frame rate, which the decoder shall be capable of operating at. For example, H.263 Level 10 requires support of QCIF and sub-QCIF resolution decoding and capability of operation with a bit rate up to 64000 bits per second with a picture decoding rate up to 15 000 / 1001 pictures per second. MPEG-4 Visual Simple Profile at Level 0 requires support of picture sizes up to QCIF, bit rate up to 64000 bits per second, and picture decoding rate up to 15 QCIF-sized pictures per second.

Video rate buffer models are characterized by a few parameters. In H.263, the characteristics are culminated in HRD receiving buffer size, which depends on the negotiable BPPmaxKb parameter, the maximum video bit-rate and the effective picture clock frequency. In MPEG-4, the characteristics are defined by vbv_buffer_size and vbv_buffer_occupancy parameters, which can be specified in system-level configuration information and/or within a video bit-stream.

2.2 H.263 Hypothetical Reference Decoder

H.263 HRD operates roughly as follows: The buffer is initially empty. The buffer is filled in at a data rate of the connection in use. The maximum data rate is limited by the video coding profile and level in use. The buffer status is being examined at a rate of sampling frequency (typically every 1001/30000 seconds). If there is an entire picture in the buffer, it is instantaneously removed. The buffer must not overflow.

H.263 HRD does not contain any clear statement of decoding speed requirements. However, each H.263 profile and level give a minimum input bit rate and a minimum picture rate that a decoder according to the profile and level must support. Consequently, a bit-stream, whose bit-rate temporarily exceeds the requirement in the level in use, may not be decoded any faster than required. Moreover, a section of a bit-stream, whose bit-rate is temporarily lower than the requirement in the level in use, could often be transmitted faster than real-time. However, the section might not be decoded any faster than the maximum frame rate of the level in use. Altogether, a factor limiting decoder’s operating speed can be either input bit-rate or output picture rate.

H.263 HRD is obviously designed for conversational services. Thus, it inherits some shortcomings that become apparent only in streaming applications:

· H.263 HRD does not allow initial buffering of data (beyond buffering of the first frame).

· H.263 HRD is decoupled from the displaying process. Consequently, it cannot guarantee a correct displaying rate and post-decoder buffering might be needed even in valid H.263 bit-streams.

· The output picture rate of H.263 HRD may exceed the limit set in the profile and level in use. In other words, H.263 HRD does not model an operation of a real decoder according to a certain profile and level.

These shortcomings were listed in S4-010497. The last two ones were also presented in the latest ITU-T Video Coding Experts Group meeting (document VCEG-N68 [1]) and the existence of these problems was agreed.

2.3 MPEG-4 Video Buffering Verifier

MPEG-4 VBV operates roughly as follows: The buffer is initially empty. vbv_buffer_occupancy level defines a way to fill the buffer to a certain occupancy level before the consumption of buffer data is begun. The buffer is filled in at a data rate of the connection in use. The maximum data rate is limited by the video coding profile and level in use. A frame is instantaneously removed from the buffer at its decoding time. The buffer must not overflow. Moreover, the buffer must not underflow, i.e., a frame must be entirely in the buffer before its decoding time.

When a frame is removed from the VBV buffer, it is placed in the Video Complexity Verifier (VCV) buffer. The VCV buffer has space for a certain amount of macroblocks defined in the profile and level in use. Macroblocks are removed from the VCV buffer at a rate defined in the profile and level in use. For example, in MPEG-4 Visual Simple Profile at Level 0, the size of the VCV buffer is 99 macroblocks and the VCV decoder rate is 1485 macroblocks per second (which corresponds to 15 QCIF frames per second). The VCV buffer must not overflow.

None of the problems of H.263 HRD concern MPEG-4. The problems listed for H.263 are solved as follows (respectively to the earlier list):

· Initial buffering is allowed.

· There is no need for post-decoder buffering. VCV guarantees that all frames are processed in real-time.

· The output picture rate of MPEG-4 is fixed as frames are removed from the VBV buffer at their decoding time.

However, there is another remarkable problem: MPEG-4 VBV and VCV can be considered to model a real decoder. VBV represents buffering before decoding, while VCV represents the decoding process itself. The size of the VBV buffer and the maximum input rate (in bits per second) of the VBV buffer are specified in the profile and level in use. The decoding speed is defined in macroblocks per second and it is independent of the coded size of the macroblocks (in bits). Thus, a decoder must be able to decode the biggest possible picture (VOP) that fits into the VBV buffer in real-time and as fast as any smaller pictures. In MPEG-4 Visual Simple Profile at Level 0, the size of the VBV buffer is 20480 bytes. Consequently, a decoder should be able to decode a 20480-byte frame in 1/15 seconds, which corresponds to decoding rate of 2 457 600 bps! Such huge frames are of course extremely rare. Normal QCIF-sized INTRA frames are from two to three kilobytes, which corresponds to decoding rate ranging from 240 000 bps to 360 000 bps. Processing bit rates of several hundreds of thousands of bits per second is very challenging for a decoder implementation. 

It may be argued that a real decoder would decode a frame at the same time while receiving the frame. This approach, however, results into the same problems as in H.263: the need of post-decoder buffering cannot be controlled.

2.4 PSS Video Buffering Verifier

PSS Video Buffering Verifier models a real video decoder with bit rate and frame rate processing constraints. The proposed model assumes that frames are removed from a pre-decoder buffer at a bit-rate specified by the video coding level in use but no faster than the picture rate specified by the video coding level in use. It also provides means to control post-decoder buffering. Thus, it solves all the problems related to H.263 HRD and MPEG-4 VBV.

Coupling buffering and transport scheduling allows additional flexibility. It is commonly known that packet losses in fixed IP networks occur in bursts. In order to avoid bursty errors and high peak bit- and packet-rates, well-designed streaming servers schedule the transmission of packets carefully. Packets may not be sent precisely at the rate they are played back at the receiving end, but rather the servers may try to achieve a steady interval between transmitted packets. A server may also adjust the rate of packet transmission in accordance with prevailing network conditions, reducing the packet transmission rate when the network becomes congested and increasing it if network conditions allow, for example. While scheduling the transport, the server ensures that the buffering capabilities of clients are respected. 

3 Conformance to Video Standards

3.1 Overview

At least the following questions can be asked:

· Is a bit-stream created according to H.263 HRD and a specific H.263 profile and level conformant to PSS Annex G?

· Is a bit-stream created according to MPEG-4 VBV and a specific level of MPEG-4 Visual Simple Profile conformant to PSS Annex G?

· Is a bit-stream created according to PSS Annex G conformant to H.263 HRD or to MPEG-4 VBV?

· Can a decoder implementation according to H.263 or to MPEG-4 Visual Simple Profile decode a stream according to PSS Annex G in real-time?

The succeeding subsections tackle these questions. They assume that a constant rate transmission in coding order is applied.

3.2 Is a bit-stream created according to H.263 HRD and a specific H.263 profile and level conformant to PSS Annex G?

H.263 HRD buffer size is smaller than Annex G buffer size and H.263 profile and level requirements are consistent with Annex G. However, H.263 cannot control the need for post-decoder buffering. Therefore, suitable Annex G initial pre-decoder and post-decoder buffering times need to be found for each bit-stream. Once suitable Annex G parameters are found, H.263 bit-streams are conformant to Annex G.

3.3 Is a bit-stream created according to MPEG-4 VBV and a specific level of MPEG-4 Visual Simple Profile conformant to PSS Annex G?

vbv_buffer_occupancy needs to be converted to Annex G initial buffering time. As pictures are removed immediately from MPEG-4 VBV buffer but gradually from the hypothetical media receiver buffer of Annex G, MPEG-4 bit-streams may require a larger buffer size than the default one. As MPEG-4 VCV requires real-time handling of frames regardless of their coded size but Annex G considers frame size in processing rate, some frames might require post-decoder buffering to smooth out differences in expected decoding speed. Similarly to H.263 case, suitable Annex G initial pre-decoder and post-decoder buffering times need to be found for each bit-stream. Once suitable Annex G parameters are found, H.263 bit-streams are conformant to Annex G.

3.4 Is a bit-stream created according to PSS Annex G conformant to H.263 HRD or MPEG-4 VBV?

Video bit-streams conforming to PSS Annex G may not conform to the video buffering verifiers as independent bit-streams. Due to possible initial pre-decoder buffering, relatively large buffer size, transport scheduling, and post-decoder buffering, PSS Annex G is able to smooth out larger bit-rate variations than the video buffering verifiers. Moreover, these factors cannot be represented in plain independent bit-streams.

3.5 Can a decoder implementation according to H.263 or to MPEG-4 Visual Simple Profile decode a stream according to PSS Annex G in real-time?

Three types of conformance need to be considered: processing speed, input bit rate, and input buffer size. These cases are handled below.

Annex G buffering model ensures that H.263 profile and level definitions are followed. Therefore, any profile-and-level-conformant H.263 implementation can decode streams according to PSS Annex G in real-time. MPEG-4 has stricter processing requirements than Annex G buffering model expects, and therefore MPEG-4 implementations have no problems decoding annex-G-conformant streams in real-time.

According to Annex G buffering model, frames are input to decoders at bit rate specified by the video coding level in use. Thus, no violation of video coding levels can happen.

Video decoder’s input buffer is not used to buffer more than one entire frame at a time. Therefore, decoder’s buffer space cannot be exceeded.
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