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1 Introduction
This document proposes to establish a content model for FLUS that describes the sources for generated content. For this purpose, the existing use cases in S4-AHM363 are reviewed and an abstract content model is defined. The model is expected to be mapped to an upload metadata that needs to be sent from the sources with proper annotation and formats. This document purposely avoids a concrete realization of the content model parameters as the selected control and data protocol should determine the mapping, or moreover, 
2 Review of Use Cases
The content and metadata for each of the use cases are highlighted.
Hotspot:
In a hotspot scenario with high user density, depending on time of day (e.g. morning, evening, weekday vs. weekend etc.) and the location (e.g. pedestrians in shopping mall, downtown street, stadium, users in buses in dense city centre), there could be high volume and high capacity multi-media traffic upload and download towards internet. Users can be either indoor or outdoor. Meanwhile when a user is indoors, it is either stationary or nomadic; however, when a user is outdoor it may travel slowly up to 60 km/h.
Small Area Connectivity:
Small area connectivity covers e.g. an office scenario where the users and their serving nodes are expected to be deployed indoors. In an education environment virtual presence can give a remote student real time 360° video communication with their classmates and teacher. The coverage area per each serving node is small. In office, users do real-time video meeting and frequently upload and download data from company’s servers and they are various in size which could be up to terabit of data. The productivity is dependent on the efficiency of the system response time and reliability.
Live uplink video stream from drones or moving vehicles:
The media producer for an event is using drone-mounted-360 cameras or other moving vehicles like F1 cars, sailing boats or bicycles to capture scenes from more innovative angles. The drone is flown using line of sight, i.e. the drone pilot has direct visual contact to the drone. Other vehicles may have the driver / pilot on-board. 
The live video is streaming to the live ingest server and then used together with other camera feeds in a live TV broadcast. 
Use-Case example: An event-organizer plans to use multiple drone mounted-camera to capture live video from an event. All live video streams should be routed to an editing facility, where a program direct decides on the sequencing of live video into a single linear program. The media source of each drone is configured with their own target quality (bitrate) and target delay. Each media source is configured with a unique media sink so that the program director can identify each media source. 
Note, this use-case can be seen generic so that the camera is not limited to be “drone mounted” but can be mounted to any devices, incl. stationary objects.
Breaking-News reporter
A News Corporation uses 5G and mobile equipment to speed up and simplify their breaking-news operations. Either, professional cameras are equipped with 5G uplink streaming modems, or regular smartphones (with external microphones) are used for video capturing. The universally available 3GPP coverage is used to stream the live video (with configurable, low delay) from the breaking news scene into the broadcast operation studio.
A news corporation negotiates a service level agreement with an operator so that a set of reporters can do sequential or simultaneous live reports. The general frame agreement between the news corporation and the MNO foresees, that each reporter can determine its own maximal video quality (measured in bit per sec). Each reporter should set its own quality, but some reporters are allowed to provider higher quality (i.e. use higher bitrates) than others. 
User-Generated Content
The users capture various types of media contents, e.g., high fidelity, immersive media, VR, 4K, or UHD, using various devices, e.g., drones, professional cameras, omnidirectional cameras, or other battery powered devices. They want to share the contents with their families or friends, in one-to-one or one-to-many fashions, at the same or different times.   
A user X has invested some good money to acquire a high-end live sports camera. The user is interested to live broadcast his sports event on YouTube (TM) or Facebook (TM). The user sets up an ingest account.
The user is interested to get a high probability for a sustainable bitrate for the short live broadcast (i.e. the uplink equivalent to the “spinning wheel”). The user uses the self-service portal of an operator to schedule an uplink quality session. 
Example: A user X is interested to offer a live video feed through its social media account. The user has already a social media account and schedules a live event for the account. The user gets the ingest URL and parameters in response from the live event creation. 
In order to leverage a sustainable quality service from an MNO (i.e. ensuring that no spinning-wheel like of event occurs), the user login to the self-service uplink streaming portal (provided with the MNO subscription) and schedules a live uplink streaming event. The user configures the ingest URL for the social media platform, so that the MNO ingest server can either forward the stream or can apply QoS settings to that stream.
3 Source Centric Model
Based on the extracted features of the use cases in clause 2 and the discussions in the work item description, it is proposed to assume a source centric content model, i.e. the source is described in the content model. The source is considered to be primarily static, but source configuration may be updated dynamically. In addition, dynamic information may be provided for certain aspects, such as the location, etc. 
The content may have different source bundles that each express for example a different viewpoint, but they are connected in one FLUS content to express that they are timely synchronized. Additional information on the relation of the different source bundles may be provided. Each source bundle may consist of one or multiple audio or video sources. 
· Video
· Cloud Stitching: Multiple cameras (up to 8), like Ozo, or GoPro (6), Google Jump
· Each camera stream is upstreamed individually as 2D video
· Fixed in relationship and well-described geometry (maybe only type is sufificent and the numbering with streams)
· Output signals are assumed to be synchronized and calibrated
· Pre-stitched at the source (may also work with all of the above cameras) and 3D content is uploaded
· Fish-eye camera, producing one stream
· single camera 2D content
· Audio Capturing devices
· Individual Mono Audio sources generated by a well-defined microphone array
· Each mic stream is upstreamed individually as mono signal
· Fixed in relationship and well-described geometry (maybe only type is sufficent and the numbering with streams)
· Capture Output signals are assumed to be synchronized and calibrated
· Distributed microphone arrays
· Similar as above, but you need detailed spatial coordinates, etc. with each mic
· Combination of spatial signals and format is generated at sink
· A combination of mono signals that are well described by metadata (such as ambisonics number)
· Information on practical implementation and products would be good
· Metadata
· Device or sensor location which may change dynamically
· Time of the day
· Heatmaps
· Director cut
· Etc.
4 Data Model
Based on the consideration in clause 2 and 3, Figure 1 provides and initial overview of a FLUS content model. For each content information may be provided. Then the content may consist of different sources. The sources are assumed to by synchronized in time. For each of the sources individual information can be provides, such as the title, etc. Source may be audio, video, text or metadata. For video, the source may be one of the three, 2D video, spherical video, or videos consisting of multiple views that are afterwards potentially stitched.
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[bookmark: _Ref492033770]Figure 1 FLUS Content Data Model
Figure 2-4 provide an overview of video sources, namely 2D video sources, 360 video sources and spherical sources, along with considered parameters and options. Whereas 2D video sources can be well expressed for example in SDP today, for 360 and Multiview, additional considerations may have to be taken into account.
For audio, it is assumed that the description is preferably done through the ITU-T Audio Definition Model (ADM) in ITU-R BS2076-1 (see https://www.itu.int/dms_pubrec/itu-r/rec/bs/R-REC-BS.2076-1-201706-I!!PDF-E.pdf).
For metadata, the types defined in 3GPP on dynamic metadata may be used.
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Figure 2 2D Video source
[image: ]
Figure 3 3D Video Source
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Figure 4 Multiview Video Source
5 Proposal
Based on the considerations of this document, the following is proposed:
· Define an abstract source/content model in FLUS that describes the sources and their relation based on the most immediate use cases including the considerations in clause 3. The definition includes:
· Data model
· Parameters and the associated semantics, as well as parameter value space
· Provide a mapping of the parameters to the FLUS control and data plane architectures or define a new representation if not yet existing
· Align with existing industry metadata to the extent possible. This includes OMAF metadata for 3D content as well Audio Definition Model (ADM) from ITU-T for audio.
· Use the proposed parameters in clause 4 as a baseline for the abstract the parameters and add other parameters extracted from the discussion at the f2f adhoc meeting such as encoding, etc..
If agreed in principle, we will develop a more detailed pseudoCR for the specification for SA4#95.

		Page: 1/6
		Page: 6/6
image2.png
Fiduniti1.1)

£ location:URI0..1]
£ codecs:string[1..1]
::;MameRa(elnFPS[ﬂ 1

£ numeratoruinty1..1]

£ denominatoruint[o..1,default=1]

£ ] maxFullPictureResolution[{..1]
? Fwidth-uintft..1]
Fheight:uintft..1)

£ croppinginformation[0..1]

£ top:uint0..1,default=0]
£ rightuuint{o..1,default=0]
£ bottom:uint(o..1.defauit=0]
£ teftuintf0..1 defaul

£ pictureAspectRatio[0..1]

£ horizontaluint1..1,default=16]

£ verticaluintf1..1 defauit=g]

£ chromaFormatuint_cicp(0..1,defaut=7]

£ colorsubsampling:uint_cicp(0..1,default=7]

] sampleAspectRatio::uint_cicp[0..1]
©

£ horizontatuint1..1,default=1]

£ verticaluintf1..1 default=1]

] bitDepthiuint[1..1,default=8]

£ colorPrimaries

£ ransferFunction





image3.png
FE360video

£ ProjectionType:uint_cicp[0..1,default=1(ERP)]

{7 stereoMode:enum(mono,SbS. TaB)[0..1 defaul

£ coverage

FRotation
Finitiatview

" Representation(1..1]2DVideo





image4.png
- muttiview
o

£ configuration:string

£ Jnovideoviews:uintfi.]

VideoViews{1..noVideoViews]

F20video
£ position





image1.png
E—FLUS Content

£ informationfo..1]

£ Title:stringfo..1]
£ source:string{0..1]

£ copyrightstring[o..1]
") moreinformation:URI0..1]
£ sourcer1.N]
©
£ nformation(o..1]
£ videoo..1]
©
£ Panar2p[0.11:20Video

{1 sphericalf0..1]:360video

£ MulipleView[o.. 1 Multiview

£ Audiofo..1]
%

] Metacata:ADM0.1]

£ noAudioSources:uint[o..1,default=1]

] AudioSourcef1. noAudioSources]

£ subtitie[0..1]

E Metadata[0.N]
7 ypeccrr.





