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[bookmark: _Toc486518808]Introduction
This document contains some use-case extension, brought up during the last FLUS telco. Track Changes indicate the differences to the Use-Cases from P-document in AHM363 (v0.3)
[bookmark: _Toc486518810][bookmark: _GoBack]Use-Case Descriptions
[bookmark: _Toc486518811]
0. [bookmark: _Toc488738115][bookmark: _Toc486518815]Use-Case: Live uplink video stream from drones or moving vehicles
0.0.1 [bookmark: _Toc488738116]Description
The media producer for an event is using drone-mounted-360 cameras or other moving vehicles like F1 cars, sailing boats or bicycles to capture scenes from more innovative angles. The drone is flown using line of sight, i.e. the drone pilot has direct visual contact to the drone. Other vehicles may have the driver / pilot on-board. 
The live video is streaming to the live ingest server and then used together with other camera feeds in a live TV broadcast. 
In particular for battery powered cameras, it may be beneficial to avoid processing like 360 video stitching on the device. Instead, it may be beneficial to leverage network based post processing functions, e.g. multiple video streams are transmitted and the stitching function is executed in the network.
Use-Case example: An event-organizer plans to use multiple drone mounted-camera to capture live video from an event. All live video streams should be routed to an editing facility, where a program direct decides on the sequencing of live video into a single linear program. The media source of each drone is configured with their own target quality (bitrate) and target delay. Each media source is configured with a unique media sink so that the program director can identify each media source. 
Note, this use-case can be seen generic so that the camera is not limited to be “drone mounted” but can be mounted to any devices, incl. stationary objects. 
0.0.2 [bookmark: _Toc488738117]Realization Considerations
· The media producer company may have a B2B relation with an operator
· Events are scheduled a long time in advance and the network capabilities in that area can be assessed (and improved when needed) in advance.
· The live video of a media source may be delayed by a configurable delay, e.g. to prioritize quality over latency.
· The live video feed is here not used to navigate the drone. The drone is navigated by a separate pilot or by a follow-me function.
· When the media producer collaborates with the MNO, the MNO may provide guaranteed QoS to provide a suitable bitrate.
· In particular for multi-camera installations, not all cameras may be integrated with the 3GPP UE in the same device.
· When the camera sends multiple video stream to a network based stitching function, the ingest server needs to be configured to include a stitching function into the media processing pipe. Further, the ingest server needs to be aware, which streams should be forwarded to the video stitching function. Similar considerations apply to audio (e.g. audio stitching or mixing) and likely other media as well. 
· The media source is configured to produce multiple media streams of the same type (e.g. video) and with certain codec configurations (e.g. H.264 High Profile). It should be considered that the media source may drop one or more entire media streams because of congestion. For example, when the media source produces two video streams, each 180° fisheye, the media source may drop one of the two streams at times of congestion.
· Only authorized media sources can send content into a media sink. User-Plane video data from not-authorized sources are discarded. 
· The drone may not have a UI. It should be considered, whether drone configuration happens via 3GPP access.
0.0.3 [bookmark: _Toc488738118]Potential Requirements
· The solution should support high bitrate uplink to upstream high quality video. Media Sources can be configured with a target bitrate (target quality)
· The solution should support configurable uplink streaming delays in order to compensate for bitrate variations.
· The solution should allow multiple media components of the same type and should support provisioning and execution of network based media post processing functions. 
· The solution should be able to leverage QoS bearers for high bitrate uplink streaming.
· The solution should allow for short interruptions, e.g. caused by handovers, (i.e. when the radio connection is switched over to another radio base station) 
· The solution should support longer interruptions and link bitrate changes, e.g. caused by Inter-RAT handovers (e.g. from NR to LTE). 
· The solution should support 360 video, UHD and other high bitrate video formats. Note, the focus is on the delivery and not on the format.
· The supported bitrate and the service delay requirements are FFS
· The ingest server may be operated by a 3rd party provider, which uses either subscription based QoS or 5G SBA for QoS and data plane.
· Media sources like drone based media sources may have a configuration interface to configure the Uplink Streaming service parameters.

Proposal
It is proposed to agree the use-case extensions in section 2 to be included into the permanent document for FLUS. 

- 3/3 -
