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1
Introductions
This contribution proposes the following use cases for FS_EMSA PD.
2
Proposed use cases: downlink streaming processing
2.1
Cloud/Split Rendering of Immersive Live Events
	Use Case Name

	Cloud/Split Rendering of Immersive Live Events

	Description

	In use case 3 in TR26.928, Annex A.4, streaming and consumption of a recorded highlight of basketball match is considered, being technology agnostic in a sense that rendering may be done in the device only or may be done completely or at least partially in the network. In this use case, the scenario from TR26.928 is extended to streaming of immersive live events and rendering is done at least partially in the network.

The immersive live event may be a basketball match that is produced by highly-professional multi-camera arrays, possibly several 100s of them and the information is provided to a cloud-environment for pre-processing that data.
The immersive 6DoF live media content is offered and shared with a remote audience for streaming access can place the remote audiences within the context of a scene and give them immersive experiences:
· Controlling the orientation of the scene and view direction, i.e. a 6DoF pose. For example, when a remote participant with an XR display (e.g., HMD, AR glass) rotates his head, the XR display can extract the 6DoF pose and provides it to a remote rendering. 
· The content is at least partially pre-rendered in the network according to the latest pose provided from the user in order to minimize the traffic being sent on the downlink as well as to adjust the rendering to the device capabilities. In order to control the immersive latency requirements properly, rendering in the network needs to be timely close to the latest user pose – justifying the usage of an edge node.
· The edge nodes process the latest 6DoF pose, and generate a pre-rendered version of the live scene for the user’s predicted pose. This pre-rendered viewport is encoded, sent and decoded at the remote device.  The XR display can finally render the scene that he is currently watching based on the received viewport, possibly taking into account local pose corrections to achieve a full immersive experience. .
· In addition, the content may further be augmented with overlays, graphics or other data. The data may either be provided for all users or may be user-targeted. For example, the director overlays some value-added information (e.g., the real-time game scores, the sponsor's advertisements) on top of the scene and then distributes the rendered scene to the remote audiences. Especially, if the director can dynamically plant the wonderful slow slots or 3D animated models in a certain region of the scene (e.g., the lower right), a remote viewer can use his finger to zoom or rotate them to look. 


	Categorization

	Type: VR, AR, Edge Computing, GPU
Delivery: Downlink, Live Streaming, Split Rendering 
Device: HMD, AR glass, Smartphone

	Preconditions

	On the device
-
Application is installed that permits to consume the scene

-
The application uses existing HW capabilities on the device, including A/V decoders, rendering functionalities as well as sensors. Inside-out Tracking is available.
On the network, 
-
Cloud computation capabilities are available to produce the content

-
Cloud/edge computation capabilities are available to properly pre-render and encode the content

	Requirements in terms of Capabilities and QoS/QoE Considerations

	· QoS
· Bitrates and latencies in the uplink are sufficient to provide an up-to-date pose to the cloud computation.

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits 
· Sufficient bandwidth to deliver multiple media streams 
· QoE
· fast reaction to manual controller information, 
· reaction to head and limited body movement within immersive limits, 
· seamless experiences when moving across positions
· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence


	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>


2.2
Pandemic Stadium
	Use Case Name

	Pandemic Stadium

	Description

	In an extension to the use case 2.2, the stadium is empty because of a pandemic, but the remote users want to interact with the live event, and even more, the teams and competitors in the stadium get aggregated feedback based on the reactions from the remote users in real-time.

Due to XR technologies, a remote audience can interact with both the main characters of live events and the other remote audiences to get more immersive experiences as followed:
· Interacting with the other remote audiences who are geographically distributed. For example, when a remote audience with his friends who are in the virtual environment are watching the same concert, they are able to have voice conversation with each other. They can even cheer the main singer to the echo which can be fed back into the stadium. A network processing server can aggregate the voices from the remote audiences and reflect them to the stadium.
· Interacting with the main characters of live events (e.g., the signer in the concert) remotely. For example, if a remote audience with a mobile device (e.g., a tablet or smartphone) virtually watching the concert where there is a 3D body model of the singer on the top of the scene, he can apply a selected set of 2D/3D AR effects to this 3D body model. He is also able to select his reconstructed 3D model which can reflect his body movements, and overlay it to the scene. It looks like he is with the main singer together. Furthermore, a cloud processing entity can distribute the rendered scene including the two 3D models to the other remote audiences. 
· In the cases documented above, latencies are critical in order to provide a “presence” feeling for both the audience and the actors/players
The use cases are the extensions to those discussed in clause 2.1, the media rendering procedures are similar to these ones descripted in clause 2.1. 

	Categorization

	Type: AR, VR, MR, Edge Computing, GPU, Social Interaction
Delivery: Downlink, Live Streaming, Interactive, Split rendering
Device: HMD, Glasses, smartphones

	Preconditions

	On the device
-
Application is installed that permits to consume the event and participate in the event
-
The application uses existing HW capabilities on the device, including A/V encoders and decoders, rendering functionalities as well as sensors
On the network, 
-
Cloud computation capabilities are available to aggregate the user input

-
Cloud/edge computation capabilities are available to render

At the live event

· Recording and playout functionalities to sense the remote audience

	Requirements in terms of Capabilities and QoS/QoE Considerations

	· QoS

· Bitrates and latencies in the uplink are sufficient to provide user interaction to the cloud computation.

· Bitrates and Latencies that are sufficient to render the viewport within the immersive limits 
· Sufficient bandwidth to deliver multiple media streams 
· Sufficiently low latencies end-to-end to provide a presence sence
· QoE
· providing sufficient AV experience to enable presence. https://xinreality.com/wiki/Presence
· latencies low enough to provide a sense of crowd-reaction remote
· Synchronization of user voice communication with the corresponding actions
· more details are necessary.

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>


3
Conclusions and proposal

The proposal is to agree the content in Section 2 of this document.
