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1 Introduction

This contribution proposes a new use case of EMSA to conduct multi-camera uplink stream processing via the capability of edge computing.

2 Use Case

	Use Case Name

	Multi-camera uplink stream processing

	Description

	Some streaming services need multi-camera based scene capture and post-processing. 

For example, two fisheye lenses or multiple wide-angle lenses used in VR 360 video streaming service can derive 360 ° uplink video stream by using stitching algorithms implemented in the camera or servers located near the camera. As an extension, the edge node can optimize the multi-camera uplink streaming depending on the viewport of the predominant users or the device capabilities that are consuming the content or the number of users.  For instance, it can save uplink bandwidth previously occupied by non-highlighted regions.
Another example is free angle live streaming, in which an arc-shaped row of time-synchronized cameras are used to collect the images of an object from different perspectives. Through the composition algorithm of adjacent servers, the uplink live stream can be generated for downlink users to freely choose the viewing angle.
Another one is telepresence using AR/MR device. Multiple cameras are deployed to collect several streams, based on which the 3D mesh or 3D point cloud generation algorithms are followed. These algorithms are expected to run on edge using its computing power to meet real-time requirements and keep synchronized.
The following key steps are highlighted for both of these use cases:

1) A camera group is set up in correct position and connects to the network, and calibration configurations which describe the relative position relationship are sent to the edge. Each camera’s exposure values are also sent.
2) Edge nodes set up multiple decoders and algorithms to deal with the uplink streams and output the processed result.
Mainly there are two reasons supporting the edge node necessity in this use case.

Firstly, VR 360 stitching, free angle video composition, and 3D mesh/point cloud producing algorithms need strong computing CPUs and GPUs rather than those integrated on mobile platforms. Put these servers on edge node instead of capture worksite can reduce space need and transportation costs, more importantly, give mobility to capture device thus clear motion limitations during application.

Secondly, multiple cameras bring multiple video streams to uplink network. Taking VR 360 stitching for example, an 8K VR camera rig (KANDAO Obsidian) mostly adopted in China Mobile’s service uses 6 cameras to be stitched and each of them are 4K resolution. That means nearly 25Mbps * 6 bandwidth is the minimum requirements. Cloud based architecture feels difficult to provide stable connection to this requirement compared to edge node, and even if it can be guaranteed, longer network latency makes it difficult for streams to be synchronized under given time threshold, which are very important to all following steps.


	Categorization

	Type:  VR 360, free angle viewing,
Delivery: Uplink, Live Streaming

Device: Phone, HMD

	Preconditions

	On devices, 5G connection ability should be installed, and a built-in or external time clock may be used to keep multiple streams to be synchronized.

On the network side, multiple decoders and at least one encoder are needed to deal with media streams input and output.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>

· Requirements

· 5G connection ability on each camera
· Real-time multiple decoding and encoding instrument on edge 

· High CPU/GPU computing ability need on edge server to process multiple streams
· Real-time Stitching Algorithms for multiple streams and Image processing
· KPI

· Steady uplink bandwidth more than N*k*(Single-Stream-Bitrate)
NOTE: N is the number of streams, and k is the parameter of bitrate to network bandwidth, usually can be set to 1.5 or 2
· Scalability of the solution with the increase of cameras and/or sessions

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>

For VR 360 streaming service, China Mobile has tested cloud-based stitching using 5G SA uplink with professional VR camera system. And there are also some mature business solutions existing, for example cloud stitching product provided by StreamboxVR.

Here is the link of introduction and demo: https://www.streamboxvr.com/cloud_stitching/
Using a Ricoh Theta S 360 camera, together with Avenir Micro or Drone, pre-stitched streams can be sent to Streambox Cloud, and users can directly get a VR 360 live streaming service.
For free angle live streaming service, China Mobile has made a live streaming application used in “The 2nd Youth Games of the People’s Republic of China”, together with partners including ZTE and Qualcomm. It uses 5GS and Edge computing to realize free angle viewing of wrestling matches.

The link of this demo is: https://www.iqiyi.com/v_19rtgqhknc.html
Users can choose their view angle freely at any time during streaming service.
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For telepresence service using AR/MR device, there are also many implementations.

https://m.youtube.com/watch?v=4oJJN2eH6U0
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For stitching streams reflecting highlight regions as followed:
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	Cost Analysis

	< How does the use case scale with an increasing number of users? >

This use case mainly provides uplink solutions, generated media streams are served to subsequent operators, thus the cost for downlink stage and user side does not belong to its costs.

For the service itself, it needs to pay for multiple 5G modem-integrated cameras, edge computing hardware and software.

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
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