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Summary
This contribution is an update to S4-201144 which was submitted to SA4#110 but was not discussed entirely. The main question to answer which is the focus of this contribution is that how the edge discovery, allocation, and orchestration of edge resources would occur for 5G Media Streaming.
In this contribution, we review two different architectures: 1) SA6 edge and ETSI MEC, and discuss how they can be combined with 5GMSA to address the use of edge processing in streaming applications. We pose several questions about the integration of SA6 and MEC. We also discuss the possible intergration option of SA6 edge architecture with 5GMSA. We pose questions about possible ways of integration of the two platforms and finally propose a generalized architecture considering 5GMSA, SA6 Edge architecture and potential solutions from SA2 and SA5, as a framework for FS_EMSA. 
SA6 and MEC architectures
SA6 edge architecture
Figure 1 represents the SA6 edge server architecture as defined in 23.558:
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Figure 1 SA6 Edge data network architecture
TS23.558 provides Edge Application Server KPI discovery as shown in Table 1:
Table 1: Edge Application Server Service KPIs
	Information element
	Status
	Description

	Maximum Request rate
	O
	Maximum request rate from the Application Client supported by the server. 

	Maximum Response time
	O
	The maximum response time advertised for the Application Client's service requests.

	Availability
	O
	Advertised percentage of time the server is available for the Application Client's use.

	Available Compute
	O
	The maximum compute resource available for the Application Client.

	Available Graphical Compute
	O
	The maximum graphical compute resource available for the Application Client.

	Available Memory
	O
	The maximum memory resource available for the Application Client.

	Available Storage
	O
	The maximum storage resource available for the Application Client.

	Connection Bandwidth
	O
	The connection bandwidth in Kbit/s advertised for the Application Client's use.



The above architecture allows the EAS location and capabilities to be discovered. However, the object details are not specified in TS23.558. 

ESTI MEC architecture
Figure 2 defines the Multi-access Edge Computing (MAC) architecture defined by ETSI GS MEC 003:
[image: ]
Figure 2 ESTI MEC architecture

The MEC management module comprises the MEC system management and MEC host management. 
The MEC system management includes the Multi-access edge orchestrator as its core component, which has an overview of the complete MEC system. 

The MEC host management comprises the MEC platform manager and the virtualization infrastructure manager and handles the management of the MEC specific functionality of a particular MEC host and the applications running on it.

One important point is that MEC designers consider the MEC system-level entity as an AF in 5G architecture:
[image: ]
Figure 3 MEC as AF in 5G architecture

Finally, it should be noted that not all MEC interfaces are defined by MEC specifications. Mm5, Mm7, Mm8, and Mm9 are out of the scope of the MEC specifications.

To demonstrate the level of  orchestration in MEC, we include the following tables that define the application attributes:
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As is shown in the above, for any given application the Application Provider provides the application attributes such as virtualComputationalDescriptor. This descriptor defines the required CPU, memory, and possible additional capabilities for the application. The orchestrators request the VI to allocate the required hardware resources for the application. Then, the orchestrator instantiates and manages the application through the MEC Platform Manager.
It is worth noted that an application is requested to be run by the Application Provider or by the Application on UE through User App LCM proxy.
It seems that MEC architecture doesn’t provide any discovery of resources, i.e. there is no MEC interface that the Application Provider or Application on UE can use to request the discovery of the available resources on the MEC host.
Combined SA6 and MEC architectures
Figure C.2-1 of 23.558 provides a possible joint architecture for ETSI ISG MEC architecture with SA6 architecture:


[bookmark: _GoBack]Figure 4: Relationship between SA6 Edge and ETSI MEC architectures
The details of this combined architecture are for FFS. The figure suggests that the two architecture are just put next to each other without identifying the call flow, any required API between the two architectures, and whether any functionalities are redundant in these two architectures.
Discussion on TS 23.558 and MEC architectures
We note that:
1. TS23.558 provides the Edge location and capability discoveries, among other functionalities such as registration of EES and EAS, the discovery of EES by EAS, and the provisioning functions.
2. The MEC spec provides allocation of hardware resources, instantiation, and running and management of application on MEC host, at the VIM level.
We assume that SA6 has been aware of the MEC specification and logically 23.558 was developed knowing that the MEC solution exists. Therefore, one or more of the following assumptions might be true:
1. TS23.558 is intended for general high-level Edge location and capability discovery.
2. Not every deployment of Edge architecture may support MEC for its orchestration.
3. If an Edge location (EAS or pair of EES/EAS) supports MEC functionalities, the MEC interfaces may be used for instantiation and running the applications.
However, to have a complete picture, we need to find the answers to the following questions:
1. Does edge architecture need MEC for the deployment of services, or is MEC one of the possible orchestration services?
2. Does one MEC host exist per EAS or EES (i.e. per group of EAS’s) or can the topology of MEC and Edge resources be independent, i.e. no one to one mapping between MEC host and EES?
3. Can the “customer facing service” be a part of the Application Provider or is it part of 5G Network Operator? 
Functional requirements of the edge architecture 
To benefits from the SA6 architecture for Application Providers’ 5G media services, it seems the following function should be available to the Application Provider:
1. EAS location and capability discovery
2. Orchestrator (the functional equivalent of MEC system-level entity/orchestrator): a function that requests Edge Host to run an application on the EAS.
And EAS has the following functional support:
1. Edge Host (the functional equivalent of MEC host): a function that allocates hardware resources, instantiates VIs and applications, and manages application processes on EAS
Discovery of EAS by Application Provider in SA6 architecture
The current MEC architecture allows requesting running an application by Application Provider or by the Application on UE. However, the current 23.558 assumes that the discovery of Edge location and capabilities may be performed by the Application on UE.

One possible solution is that Application Provider uses its internal APIs to do the discovery through the Application on UE. In this case, an Application Provider has to ask the edge application on the client to make inquiries about EES and EAS. 
However, one possible extension is to provide the same interfaces of the UE side to Application Provider as shown in the following figure:


Figure 5: Extended 5G Edge Application architecture 
In Figure 3, we add new interfaces to the architecture for 5GMS Application Provider:
1. E10: Edge Enabler Server (EES)
2. E11: Edge Configuration Server (ECS)
E10 and E11 use the same resources as E1 and E4 respectively and may be implemented using a pseudo-EEC by Application Provider. In that sense, it is possible not to introduce the new E10 and E11 and use E1 and E4 but not using an actual UE, but a pseudo-UE by the Application Provider to have the access to ECS and EES.
Extending the Edge architecture interface in 5GMSA
Questions on the relationship between EAS, 5GMS AF/AS, and MEC
For combining the 3 difference EAS, MEC, and 5GMS architectures, the following question must be answered:
1. Do AS computational resources come from EAS, or does AS have its computational resources? Does AS do any network processing or does it only contain a logical API and media session management for EAS?
2. Does MSH need to be aware of EAS or edge architecture, i.e. what resources are available to/in AS? or after the appropriate EAS is allocated, then MSH can assume the resources it needs is available in AS?
3. Do the AF/AS become instantiated for a particular EAS, or do they operate independently?
4. How does the Application Provider discover the EAS’s location and capabilities?
5. How does the Application Provider manage running applications on a particular EAS?
One possible Edge/MEC/5GMS processing model
One possible approach can be the following:
1. Application Provider and/or Application on UE know what network processing they need to run for a specific session.
2. Using SA6 edge architecture API, the Application provider discovers and find the appropriate EAS.
3. An instance of 5GMS AF/AS is instantiated in that particular EAS.
4. The Application Provider uses MEC APIs (or an alternative API to MEC) to instantiate the media workflow on EAS.
5. The MSH and AF/AS set up the media pipeline.

Figure 6 shows the architecture for the above approach:


Figure 6: Combined Edge and 5GMS architectures 
In this figure:
1. Edge Discovery Function (EDF) enables the Application Provider to discover EAS and its capabilities. One way to realize this is to use a pseudo-EEC as the edge discovery function. Then E10, E11, and E12 are E1, E4, and E5 respectively. Alternatively, EDF can be potentially realized with a solution provided by SA2 or SA5.
2. Edge Orchestrator Service (EOS): A service like MEC System Layer Entity (SLE). 
3. Edge Host Service (EHS): A service like MEC Host 
Fulfillment with SA2 and SA5 solutions
As reported in S4-201031 and included in the TR, the SA2 and SA5 have activities that can address EDF, EOS, and EHS:
· EDF: SA2 is looking into the discovery of EAS
· EHS: SA5 is looking to deploy and manage ECS, EES, and EAS by the Application Service Provider. 
However, we don’t know yet whether those solutions would cammodate the functionality needed for media streaming.
FLUS network processing architecture
FLUS network processing architecture seems to have identical issues as discussed above. Therefore, an agreed architecture here can also be used for FLUS network architecture in FS_FLUS_NBMP.
Proposal
We suggest the followings:
1. Include the MEC architecture in the Edge activity section of the TR.
2. Discuss the above issues and also considering solutions by SA2 and SA5 to address a single combined architecture of edge, MEC, and 5GMS architecture, and agree on the general architecture.
3. Include a generic architecture such as Figure 6  in TR which some of the functions can be provided by SA2 and SA5. 
4. Discuss the SA2 and SA5 related activities’ timeline and how/when EMSA (and other SA4 activities) can check whether those solutions address the 5G media edge use-cases.
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Figure 6-1: Multi-access edge system reference architecture
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Table 6.2.1.2.2-1: Attributes of the AppD

Attribute name Cardinality Data type Description

lappDId 1 String Identifier of this MEC application descriptor.
|This attribute shall be globally unique. See
note 1.

lappName 1 String Name to identify the MEC application.

lappProvider 1 String Provider of the application and of the AppD.

lappSoftVersion 1 String Identifies the version of software of the MEC
|application.

lappDVersion 1 String Identifies the version of the application
|descriptor.

mecVersion 1.N String Identifies version(s) of MEC system compatible
\with the MEC application described in this
\version of the AppD.

lappinfoName 0..1 String Human readable name for the MEC
|application.

lappDescription 1 String Human readable description of the MEC
|application.

\virtualComputeDescriptor 1 VirtualComputeDescripti  [Describes CPU, Memory and acceleration

on requirements of the virtual machine.

iswimageDescriptor 1 | SwimageDescriptor Describes the software image which is directly
loaded on the virtualisation machine
instantiating this Application.

|virtualStorageDescriptor 0.N VirtualStorageDescriptor |Defines descriptors of virtual storage resources
lto be used by the MEC application.

lappExtCpd 0.N |AppExternalCpd Describes external interface(s) exposed by this
IMEC application.

lappServiceRequired 0.N | ServiceDependency Describes services a MEC application requires
lto run.

lappServiceOptional 0.N ServiceDependency Describes services a MEC application may use
if available.

lappServiceProduced 0.N ServiceDescriptor Describes services a MEC application is able
lto produce to the platform or other MEC
lapplications. Only relevant for service-
producing apps.

lappFeatureRequired 0.N FeatureDependency Describes features a MEC application requires
lto run.

lappFeatureOptional 0.N FeatureDependency Describes features a MEC application may use

if available.
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Table 7.1.9.2.2.2-1: Attributes of the VirtualComputeDesc information element

Attribute Qualifier | Cardinality Content Description

|virtualComputeDescld M 1 Identifier Unique identifier of this
VirtualComputeDesc in the VNFD.

requestAdditionalCapabilities |M 0.N RequestedAdditional |Specifies requirements for additional

(CapabilityData capabilities. These may be for a range of

purposes. One example is acceleration
related capabilities. See clause 7.1.9.5.

|virtualMemory 1 \VirtualMemoryData | The virtual memory of the virtualised
icompute. See clause 7.1.9.3.

|virtualCpu 1 |VirtualCpuData The virtual CPU(s) of the virtualised

icompute. See clause 7.1.9.2.
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Table 7.1.9.2.3.2-1: Attributes of the VirtualCpuData information element

Attribute

Qualifier

Cardinality

Content

Description

IcpuArchitecture

0..1

String

CPU architecture type. Examples are x86,
IARM. The cardinality can be 0 during the
|allocation request, if no particular CPU
|architecture type is requested.

inumVirtualCpu

Integer

Number of virtual CPUs.

|virtualCpuClock

Number

Minimum virtual CPU clock rate (e.g. in
IMHz). The cardinality can be 0 during the
|allocation request, if no particular value is
requested.

|virtualCpuOversubscriptio |M

InPolicy

Not specified

IThe CPU core oversubscription policy e.g.
the relation of virtual CPU cores to physical
ICPU cores/threads. The cardinality can be 0
during the allocation request, if no particular
\value is requested.

|virtualCpuPinning

|VirtualCpuPinnin
\gData

IThe virtual CPU pinning configuration for the
\virtualised compute resource. See

clause 7.1.9.2.4.
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Table 7.1.9.5.2-1: Attributes of the RequestedAdditionalCapabilityData information element

Attribute Qualifier | Cardinality Content Description
requestedAdditionalCapabilityN |M 1 String Identifies a requested additional capability
lame (for the VDU. ETSI GS NFV-IFA 002 [i.1]

|describes acceleration capabilities.
IsupportMandatory M 1 Boolean Indicates whether the requested additional

|capability is mandatory for successful

loperation.
minRequestedAdditionalCapabi |M 0..1 String Identifies the minimum version of the
lityVersion requested additional capability.
preferredRequestedAdditionalC |M 0..1 String Identifies the preferred version of the
|apabilityVersion requested additional capability.
targetPerformanceParameters (M 1.N KeyValuePair (Identifies specific attributes, dependent on

[the requested additional capability type.
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