Page 4
Draft prETS 300 ???: Month YYYY


3GPP TSG SA WG4 – EMSA Call
S4-AHIA21
16th July 2020 

Agenda item: 
4
Source: 
Qualcomm Incorporated
Title: 
[FS_EMSA] Use cases for EMSA Study
Document for
Agreement
1 Introduction
In S4-200942 a template for use cases was introduced. This contribution documents a first set of use cases in the context of EMSA following this template.

2 Split Rendering

	Use Case Name

	Split Rendering

	Description

	The system design for split rendering follows the discussion and requirements from TR26.928, clause 6.2.5. The architecture us shown in Figure 1.
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Raster-based split rendering refers to the case where the XR Server runs an XR engine to generate the XR Scene based on information coming from an XR device. The XR Server rasterizes the XR viewport and does XR pre-rendering. 

According to Figure Figure 1, the viewport is pre-dominantly rendered in the XR server, but the device is able to do latest pose correction, for example by asynchronuous time-warping (see clause 4.1) or other XR pose correction to address changes in the pose. 

-
XR graphics workload is split into rendering workload on a powerful XR server (in the cloud or the edge) and pose correction (such as ATW) on the XR device

-
Low motion-to-photon latency is preserved via on device Asynchronous Time Warping (ATW) or other pose correction methods.

The following call flow highlights the key steps:

1)
An XR Device connects to the network and joins XR application

a)
Sends static device information and capabilities (supported decoders, viewport)

2)
Based on this information, the XR server sets up encoders and formats

3)
Loop

a)
XR Device collects XR pose (or a predicted XR pose) 

b)
XR Pose is sent to XR Server

c)
The XR Server uses the pose to pre-render the XR viewport

d)
XR Viewport is encoded with 2D media encoders

e)
The compressed media is sent to XR device along with XR pose that it was rendered for
f)
The XR device decompresses video 

g)
The XR device uses the XR pose provided with the video frame and the actual XR pose for an improved prediction using and to correct the local pose, e.g. using ATW. 
According to TR 26.928, clause 4.2.2, the relevant processing and delay components are summarized as follows:

· User interaction delay is defined as the time duration between the moment at which a user action is initiated and the time such an action is taken into account by the content creation engine. In the context of gaming, this is the time between the moment the user interacts with the game and the moment at which the game engine processes such a player response.

· Age of content is defined as the time duration between the moment a content is created and the time it is presented to the user. In the context of gaming, this is the time between the creation of a video frame by the game engine and the time at which the frame is finally presented to the player.

The roundtrip interaction delay is therefore the sum of the Age of Content and the User Interaction Delay. If part of the rendering is done on an XR server and the service produces a frame buffer as rendering result of the state of the content, then for raster-based split rendering (as defined in clause 6.2.5) in cloud gaming applications, the following processes contribute to such a delay:
· User Interaction Delay (Pose and other interactions)
· capture of user interaction in game client,

· delivery of user interaction to the game engine, i.e. to the server (aka network delay),

· processing of user interaction by the game engine/server,

· Age of Content

· creation of one or several video buffers (e.g. one for each eye) by the game engine/server,

· encoding of the video buffers into a video stream frame,

· delivery of the video frame to the game client (a.k.a. network delay),

· decoding of the video frame by the game client,

· presentation of the video frame to the user (a.k.a. framerate delay).
As ATW is applied the motion-to-photon latency requirements (of at most 20 ms) are met by XR device internal processing. What determines the network requirements for split rendering is time of pose-to-render-to-photon and the roundtrip interaction delay. According to clause TR 26.928, clause 4.5, the permitted downlink latency is typically 50-60ms. 

	Categorization

	Type: XR, Cloud Computing, GPU
Delivery: Interactive, Split, Gaming
Device: Phone, HMD, Glasses

	Preconditions

	On the device, a gaming application may be installed

On the network, an XR Server is installed, that runs a gaming application as well GPU based rendering and an encoding.

	Requirements in terms of Capabilities and QoS/QoE Considerations

	<provides a summary on potential requirements as well as considerations on KPIs/QoE as well as QoS requirements>

	Feasibility and Industry Practices

	<How could the use case be implemented based on technologies available today or expected to be available in a foreseeable timeline, at most within 3 years?

-
What are the technology challenges to make this use case happen?

-
Do you have any implementation information?

-
Demos

-
Proof of concept

-
Existing services

-
References

-
Could a reduced experience of the use case be implemented in an earlier timeframe or is it even available today?

>
Steam

Boundless XR: https://zerolight.com/de/news/press-releases/worlds-first-boundless-xr-over-5g-retail-experience

	Cost Analysis

	< How does the use case scale with an increasing number of users? >

	Potential Standardization Status and Needs

	<identifies potential standardization needs>
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Figure � SEQ Figure \* ARABIC �1� Split Rendering with Asynchronous Time Warping (ATW) Correction
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