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1 Introduction

During 3GPP SA4#107 meeting, the SA4 group agreed on studying edge computing architecture as part of the FS_EMSA study item. Edge computing architecture is being studied extensively in 3GPP SA6 WG and agreements have been documented in TS 23.558 and TR 23.758. 

This contribution provides a brief description of edge computing standardization in SA6 so far, and attempts to provide some architecture options for deploying downlink media services (such as downlink media streaming architecture as described in TS 26512) in network edge. The contribution also briefly describes the architectural requirements for enabling workload deployment in a multi edge service provider network environment. 
2 Edge Computing Standardization in 3GPP SA6
3GPP SA6 is currently standardizing an application layer architecture for enabling edge applications as shown in Figure 1. The architecture is being specified in 3GPP TS 23558. 
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Figure 1 – Architecture for enabling edge applications as specified in 3GPP TS 23558

Figure 1 shows functional components and interfaces between those components for enabling edge applications. 

· Application Client: Application Client is the application resident in the UE performing the client function.
· Edge Enabler Client: Edge Enabler Client provides supporting functions needed for Application Client(s).
· Edge Application Server: Application server deployed in the edge network of mobile operator

· Edge Enabler Server: Edge Enabler Server provides supporting functions needed for Edge Application Servers to run in an Edge Data Network.

· Edge Configuration Server: Edge Configuration Server provides supporting functions needed for the UE to connect with an Edge Enabler Server
The communication between Application Client and Edge Application Server happens in the following sequence:
· Edge Enabler Client discovers (or is provisioned with) an Edge Configuration Server

· Edge Configuration Server helps with discovery of appropriate Edge Enabler Server

· Edge Configuration Server and Edge Enabler servers then help with discovery of Edge Application Server

· Application Client and Edge Application Server talk to each other for a given application service 
3 Downlink Services using Network Edge

In existing specifications (e.g., for 5GMSd architecture as described in TS 26.512), the signalling functions (AF) and media functions (AS) are in core. However, with edge computing architecture described in clause 2, the following architectural options exist for placement of signalling and media functions using network edge. All options are based on edge enabled Telco-CDN type of deployment where an application provider configures an AF using M1d interface and ingests content using M2d interface into an AS. 
	Example Use Case
	Signalling functions
	Media Functions/servers
	Description

	(1): Downlink streaming from AS in network edge to UE.
	5GMSd AF in operator core
	Edge AS in network edge
	5GMSd Application provider provisions downlink streaming session with 5GMSd AF in operator core as described in 3GPP 26512. 5GMSd AF in operator core discovers an Edge Application Server (Edge AS) for media streaming as described in TS 23558. 

	(2): Media processing in core network before transmission to Edge AS. Any remaining processing + downlink streaming from Edge AS to UE.
	5GMSd AF in operator core
	5GMSd AS(es) in core and Edge AS(es) in network edge
	5GMSd Application provider provisions downlink session with 5GMSd AF in operator core as described in 3GPP 26512. 5GMSd AF in operator core discovers one or more Edge Application Servers (Edge AS) as described in TS 23558. 5GMSd AF in core uses 5GMSd AS(es) in core + Edge AS(es) in edge for final media transmission to UE. 

Note: Application provider may ingest some content to Edge AS in addition to 5GMSd AS in core 

	(3): Same as (1), but with an Edge AF in network edge that is better suitable for M5d/N5/N33 communication.
	5GMSd AF in operator core + Edge AF(s) in network edge
	Edge AS in network edge
	After service provisioning, a 5GMSd AF can discover and provision an Edge AF in network edge. Content ingestion from application provider to Edge AS. Downlink streaming from Edge AS to UE. 

	(4): Same scenario as (3), but with (certain) media processing in 5GMSd AS in core before sending media to Edge AS
	5GMSd AF in operator core + Edge AF(s) in network edge
	5GMSd AS in core and Edge AS in network edge
	After service provisioning, a 5GMSd AF can discover and provision an Edge AF in network edge. Content ingestion from application provider to 5GMSd AS in core. After (certain) media processing, media content is sent to Edge AS in network edge for further processing/downlink streaming to UE

	(5): Service provisioning and content ingestion from application provider directly into AF and AS in network edge. 
	Edge AF in network edge
	Edge AS in network edge
	Application provider provisions Edge AF and ingests content into Edge AS in network edge


Based on above architectural options, below are the questions to study:

1. Relevance of each architectural option
2. Is M2d the interface between 5GMSd Application Provider and Edge AS for use cases 1 and 2 above
3. Is M3d the interface between 5GMSd AF and Edge AS
4. What is the interface between 5GMSd AS (in core) to Edge AS for use case 2 and 4

5. What is the interface between 5GMSd AF (in core) to Edge AF for use case 3 and 4

6. Who performs the discovery of Edge AF and Edge AS in use case 5
4 Workload Deployment
With edge computing architecture in place, it becomes feasible that certain workloads of a downlink service are implemented in core network and the rest in the edge network before the media data is delivered to the UE. To facilitate this kind of deployment, the edge computing architecture should support deployment of workloads for a given service in both core and network edge. Additionally, the external application provider should be provided with the facilities to request deployment of workloads at core, edge, or both. 
In addition, 3GPP SA6, in TR 23.758, has documented use cases and potential solutions in study on application architecture for enabling edge applications. One of the key issues SA6 has studied is the issue of “Flexible Deployment”. From TR 23.758, key issue 7 in clause 4.7: 
Key issue 7: Flexible deployment 

To support flexible deployment for Edge Computing, the following open issues need to be studied.

-
How to support the multiple Edge Computing Service Providers per PLMN operator network?

-
How to identify Edge Data Network, in case of multiple Edge Data Networks within a single PLMN where one Edge Data Network is defined as a subarea (e.g. list of TAs or cells) in the PLMN coverage?

From clause 5.1.1 of TR 23.758: 
there can be multiple Edge Computing Service Providers within a single PLMN operator network. The Edge Data Network is a subarea of PLMN.  

In FS_EMSA study, the above architectural option should be considered where PLMN network is served by multiple edge data networks. With this architecture option, it should be feasible for an external application provider to request provisioning of resources (signaling and media functions) in specific edge data networks (edge service provider networks). 
5 Proposal

We propose to consider the architectural options and workload deployment requirements while defining the edge computing architecture in FS_EMSA study. 
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1. Configuration of keying material


1. Configuration of keying material


2. MCData clients initiate service in off-network


3. User requests transmission of a one-to-one SDS message to the terminating MCData user


4. Generate PCK, PCK ID for terminating MCData user and encrypt using UID of the terminating user


5. Generate MiKEY-SAKKE I_MESSAGE and sign


6. One-to-one SDS message (MCData specific elements, Encrypted user payload, MIKEY-SAKKE I_MESSAGE)



