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1.
Introduction
SA4 MBS has agreed to organise cross-check verification to enable independent verification of self-assessed results for the device-based tests for the EMM-EFEC work item, as well as enabling a direct comparison between the candidates by using the same test environment for all candidates.

This document is a companion document to S4-AHI357, providing an initial analysis of the results of the verification based on the test activity performed by Huawei.
2.
Candidates analysis

2.1
RS+LDPC (Expway)

2.1.1
Verification of self-assessed results

Device download cases

In most cases, the results were better (LD108, LD109, LD118) or very much better (LD60) than indicated by Expway, except for two cases (LD110 and LD119) where the values area bit lower.
	Test
	LD60
	LD108
	LD109
	LD110
	LD118
	LD119
	LD118_108
	LD119_109
	LD60_110

	Expway
	63
	155
	216
	226
	112
	111
	–
	–
	–

	Huawei
	105
	198
	258
	192
	135
	104
	258
	364
	145

	diff
	+66%
	+28%
	+19%
	-15%
	+21%
	​​-6%
	–
	–
	–


The worst case values pattern reflects the average case. Regarding the memory usage, it is in general about the same or better (LD109: -14%; LD110: -51%; LD119: -32%).
Regarding network2sd (download to SD card), here again, the values are in general better or much better than reported, going up to +658% for LD118 for example). Memory consumption is as reported or better (-51% for LD108/LD118).

Values for optional cases were not reported initially by Expway. The tests were done and result in very good performance compared to the original cases.
	Test
	LD60_110
	LD118_108
	LD119_109

	Original loss (Huawei)
	105
	135
	104

	Result (Huawei)
	145
	258
	364

	diff
	+39%
	+91%
	+251%


Device streaming cases

Results for device streaming are all within the ±25% margin, actually, they all fit within ±6% of provided values.
	Test
	LS21
	LS49
	LS24
	LS33
	LS50
	LS36
	LS45
	LS51
	LS48
	LS45_33
	LS51_50
	LS48_36

	Expway
	123
	93
	195
	172
	142
	224
	117
	80
	179
	–
	–
	–

	Huawei
	120
	96
	198
	171
	145
	225
	110
	81
	187
	161
	144
	177

	diff
	-2%
	+3%
	+2%
	-1%
	+2%
	–
	-6%
	+1%
	+4%
	
	
	


Results for optional cases were not reported initially by Expway. The tests were done and result with good performance compared to the original case for two of those cases.

	Test
	LS45_33
	LS51_50
	LS48_36

	Original loss (Huawei)
	110
	81
	187

	Result (Huawei)
	161
	144
	177

	diff
	+47%
	+79%
	-5%


2.1.2
Specific issues

 Verification of test on LD110 has been redone on 9 October 2012 and does not fail.
An updated version has been made available later to resolve an issue where the implementation would continue decoding when it has already a complete file. This has been fixed in a version provided later, optional cases (and only those) were run with this version of the software.
2.1.3
Strengths and weaknesses
RS+LDPC is a very efficient algorithm. Its minimum speed for download (LD60) is over a 100 Mbit/s, and can get over 3 times as much depending on the circumstances. Its memory consumption is reasonable, although scales with the size of the content (this seems to be due to an in-memory indexing of the packets – if this is the case, this might be optimised by a more efficient implementation). On the other hand, network2sd writing is both inefficient for the bigger files and slightly more memory consuming than it should. While this is not related to the FEC algorithm itself, it should be verified whether this is due to a suboptimal implementation or whether the additional computational impact is necessary for preparing the packets for the algorithm.
Performance for streaming cases can be quite impressive (around 200 Mbit/s for LDPC cases). The relative lower performance of N'=200 cases shows that it may be needed to fine-tune the switch from RS to LDPC.
Performance in less-than-worst cases (e.g. when actual loss is 5% when maximum loss is 20%), which would be quite common in actual deployments is quite impressive, resulting in 2- or 3-digit percentage increase in speed.

It could be possible to complain about the relative breadth of the performance (from 104 to 364 Mbit/s for download, from 81 to 225 Mbit/s for streaming). However, it shows a potential for very high performance once the proper choices are made for delivery parameters.
2.2
Supercharged (Broadcom)

2.2.1
Verification of self-assessed results
Device download cases

The results are all within the ±25% margin of the original values. LD108 and LD118 (clips) are however significantly lower.
	Test
	LD60
	LD108
	LD109
	LD110
	LD118
	LD119
	LD118_108
	LD119_109
	LD60_110

	Broadcom
	75
	122
	78
	70
	106
	77
	–
	–
	–

	Huawei
	79
	102
	84
	72
	89
	84
	100
	83
	73

	diff
	+5%
	-16%
	+8%
	+3%
	-16%
	+9%
	–
	–
	–


The worst case values pattern reflects the average case, except for the smaller files (LD108/LD118) where the worst value fails the test (LD108: -33%; LD118: -32%). Regarding the memory usage, it is very close to the original values in all cases.

Regarding network2sd (download to SD card), however, the results were much lower than initially reported (from -25% to -33% compared to reported). Memory consumption is as reported.

Results for optional cases were not reported initially by Broadcom. The tests were done, and the result show somewhat similar results as for cases with worse loss.
	Test
	LD60_110
	LD118_108
	LD119_109

	Original loss (Huawei)
	79
	89
	84

	Result (Huawei)
	73
	100
	83

	diff
	-8%
	+12%
	-1%


Device streaming cases

Results for device streaming are all within the ±25% margin. However, they were all between ‑10% and -19% of the reported value.

	Test
	LS21
	LS49
	LS24
	LS33
	LS50
	LS36
	LS45
	LS51
	LS48
	LS45_33
	LS51_50
	LS48_36

	Broadcom
	58
	59
	60
	56
	51
	51
	56
	57
	55
	–
	–
	–

	Huawei
	47
	49
	52
	49
	46
	46
	49
	50
	49
	51
	53
	53

	diff
	-19%
	-17%
	-13%
	-12%
	-10%
	-10%
	-12%
	-12%
	-11%
	–
	–
	–


Results for optional cases were not reported initially by Broadcom. The tests were done and result with slightly improved performance compared to the original cases.

	Test
	LS45_33
	LS51_50
	LS48_36

	Original loss (Huawei)
	49
	50
	49

	Result (Huawei)
	51
	53
	53

	diff
	+4%
	+6%
	+8%


2.2.2
Specific issues
The reporting method for the streaming cases was different from Expway's and Qualcomm's, which resulted in a slight delay for testing until resolved, which was done quickly (this is not an issue with the algorithm itself).

The device streaming cases are in general below expectation (-10% to -20%) and network2sd results are far below reported results (-25% to -33%). The root cause is not known yet. It might be due to the performance of this particular SD card itself vs the one used by Broadcom.
2.2.3
Strengths and weaknesses
The implementation of Supercharged is consistent for delivery speed whatever the conditions are (from 72 to 102 Mbit/s for download cases, from 46 to 52 Mbit/s for streaming cases), however the values themselves are a bit on the weak side. The algorithm does not seem to beneficiate much from lower losses than expected.
Memory consumption is reasonable for streaming cases, but seems to explode for download cases when bigger files are delivered (LD60, LD109, LD110, LD119). Although this might be due to a poor memory management of the test application rather than an issue of the algorithm, this needs to be verified.
The algorithm does not seem to beneficiate from better radio conditions than the worst expected, whereas this is likely to be one of the most common situations in real deployments.

2.3
6330/RaptorQ (Qualcomm)

2.3.1
Verification of self-assessed results

Device download cases

The results for the mandatory device download cases are all within the ±25% margin. However, while a few cases are slightly above the reported value (LD60, LD110, LD119), the rest is below the reported margin as shown below. The optional test LD118_108 fails the ±25% verification, and the test LD60_110 could not complete as the software failed to finish its work.
	Test
	LD60
	LD108
	LD109
	LD110
	LD118
	LD119
	LD118_108
	LD119_109
	LD60_110

	Qualcomm
	102
	180
	104
	104
	175
	102
	205
	117
	–

	Huawei
	108
	156
	97
	107
	151
	106
	115
	106
	FAILED

	diff
	+6%
	-13%
	-7%
	+3%
	-14%
	+4%
	-34%
	-9%
	–


Except for three of the cases (LD60, LD110, LD119 by +2% to +6%), the worst case values fail the reported values, by important margins, up to -50%/-55% (LD109:-52%, LD118_108: 50%, LD119_109: 54%).
Regarding network2sd (download to SD card), again, the values fit within ±7%, except for the optional case LD118_108 which is -27% below the provided value, failing the test. A few test cases fail the worst case value verification, up to -50% (for LD108). Memory consumption is very close to what was provided as input.

Values for optional cases were reported for two of the three test cases. The performance obtained during the verification were not as high as the reported values, and the third test (LD60_110) could not be performed due to failure of the software. To compare with the original cases, processing when there is less loss than the worst expected case seems to result with worse or equal performance.
	Test
	LD60_110
	LD118_108
	LD119_109

	Original loss (Huawei)
	108
	151
	106

	Result (Huawei)
	FAILED
	115
	106

	diff
	FAILED
	-24%
	0%


Device streaming cases

Results for device streaming are all within the ±25% margin, actually, they all perform equal or better, within +0% to +10% of provided values.

	Test
	LS21
	LS49
	LS24
	LS33
	LS50
	LS36
	LS45
	LS51
	LS48
	LS45_33
	LS51_50
	LS48_36

	Qualcomm
	110
	141
	153
	153
	160
	157
	146
	157
	159
	158
	155
	158

	Huawei
	122
	143
	153
	160
	172
	165
	154
	166
	171
	158
	160
	165

	diff
	+10%
	+2%
	0%
	+4%
	+7%
	+5%
	+6%
	+6%
	+8%
	0%
	+4%
	+4%


Results for optional cases were provided and were measured to be up to +5%. The tests were done also and show similar performance regardless of the actual loss below the maximum acceptable loss.

	Test
	LS45_33
	LS51_50
	LS48_36

	Original loss (Huawei)
	154
	166
	171

	Result (Huawei)
	158
	160
	165

	diff
	+3%
	-4%
	-4%


2.3.2
Specific issues
While performance of the streaming cases is satisfying, there were a number of issues with the download cases. It is unclear why the worst cases suddenly drop by 50% compared to the best/average values. One intriguing observation was that the process very rarely releases the CPU. Whether this is linked remains to be confirmed. 
2.3.3
Strengths and weaknesses
RaptorQ is consistently good in both download and streaming use cases, with speeds ranging from 97 to 156 Mbit/s for download and from 122 to 172 Mbit/s for streaming cases.
For download cases, the performance is better for small clip-size files, and seems to run around 105 Mbit/s for bigger (SD, HD) files. It seems to suffer from temporary loss of performance (see worst case values), however this may come from the implementation and/or the test bed (to be determined).

The performance does not seem to beneficiate from better radio conditions, on the contrary.

On the other hand, memory management is optimal for download cases, and seem to be kept to low values (under 10 MB) even for big files (likely due to sub-blocking).

For streaming cases, the performance is good overall, with satisfying low and high values. Here again, memory management is quite good, although this is less striking as for the download cases. On the other hand, the algorithm does not seem to beneficiate (nor to suffer) from better radio conditions.
3.
Comparison of candidates

While the formal selection is to be performed in SA4#71, it is useful to provide some hints to support the selection process, based on the device testing performance.
The performance results summarised above are not the only aspect one needs to consider when doing the selection: other aspects include fitness to use cases and real life deployments, code performance, encoding complexity, maturity of standards, actual live deployments of the algorithms, flexibility of the algorithm to maximise radio bandwidth, etc.

However, for this contribution, we will limit ourselves to compare the candidates for their device-based performance, to keep aligned with the timeplan.

As for the previous section, the numbers used for comment are those measured on our testbed.

3.1
Download performance

All three candidates are showing good performance on the different download test cases, ranging from 72 Mbit/s to 364 Mbit/s (note, there was no software provided for the original Rel-6 FEC code; it is thus not possible to compare the performance to the baseline).
However, Supercharged consistently shows lower performance, ranging from 23% (LD119_109) to 79% (LD119) of the best result. Moreover, memory consumption for SD and HD cases is consistently 22 to 25 times more than RaptorQ for memory consumption.
Memory consumption is the strong point of RaptorQ, as RS+LDPC always uses 2 to 9 times as much memory (going up to 86 MB for HD cases) depending on the cases.
Performance for RaptorQ goes from 97 to 156 Mbit/s for download cases, which can be split further into 97-to-108 Mbits/s for SD/HD cases and 151-to-156 Mbit/s for clip cases (however, with a "low" 115 for 5%-over-20% clip case).

Correspondingly, RS+LDPC has a higher dynamic range, going from 104 to 364 Mbit/s, the worst case being for LD60 and LD119. Its results really outperform the other candidates especially in cases with better radio conditions than worst case (e.g. 5% radio loss for delivery supporting 20% loss).
Out of 9 tests, RaptorQ outperforms RS+LDPC 3 times, by a margin of +2% to +12%. For the other 6 cases, RS+LDPC outperforms RaptorQ, by a margin going from +22% to +244%. It is also relatively less computing-intensive (measured by time2, which is relevant for ld_decoder, as CPU% is high enough).
The "average" speed of download cases for RS+LDPC is 195 Mbit/s, against RaptorQ at 118 Mbit/s.
RS+LDPC is clearly better performing for download cases compared to RaptorQ.
3.2
Streaming performance

Streaming performance of Supercharged also shows a lower performance than the other two candidates. With a range from 46 to 53 Mbit/s, it is between 20% and 39% of the best performing candidate of each test. Its memory consumption, while always above the best candidate of each test, is much less an issue here (from +3% to +44%).
RaptorQ performance is regularly very good, ranging from 122 to 172 Mbit/s. Its memory consumption is regularly low as well.

Here again, RS+LDPC dynamic range of results is higher, ranging from 81 to 225 Mbit/s. Its memory is quite efficient (it is better than RaptorQ's memory usage in 7 tests out of 12).

Regarding speed: out of 12 tests, RaptorQ outperforms RS+LDPC 6 times, with a margin going from +2% to +206%. The 6 other tests, RS+LDPC outperforms RaptorQ with a margin going from +2% to +36%.
On "average" of the tests, RS+LDPC performs at 151 Mbit/s, while RaptorQ performs at 157 Mbit/s.
RaptorQ is slightly better than RS+LDPC for streaming performance.
4.
Conclusion

We propose to discuss the present analysis of the results of Huawei's cross-check verification. It would be good to capture part or all of the current analysis in the TR.
We propose to have a first round of discussion regarding the merits of the different candidates in light of these results, in anticipation of the selection process that will take place in SA4#71.
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