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1 Introduction

.

This document provides 8 comments on the permanent document.

We have reused the global structures of the document. We have suppressed any previous editing marks (highlight, revision mark) to avoid any misunderstanding. We have added 8 comments. The reader can browse the doc: comments by comments.

2 Use Cases

2.1 Services 

2.1.1 Streaming Delivery

2.1.1.1 Introduction

The purpose of the MBMS streaming delivery method is to deliver continuous multimedia data (i.e. speech, audio, video and DIMS) over an MBMS bearer. The streaming delivery method is particularly useful for multicast and broadcast of scheduled streaming content. RTP is the transport protocol for MBMS streaming delivery. RTP provides means for sending real-time or streaming data over UDP. 

TS26.346 defines a generic mechanism for applying Forward Error Correction to streaming media. The mechanism consists of three components:

(i)
construction of an FEC source block from the source media packets belonging to one or several UDP packet flows related to a particular segment of the stream(s) (in time). The UDP flows include RTP, RTCP, SRTP and MIKEY packets.

(ii) modification of source packets to indicate the position of the source data from the source packet within the source block

(iii) definition of repair packets, sent over UDP, which can be used by the FEC decoder to reconstruct missing portions of the source block.

The details on transport for the streaming delivery service are provided in section 2.1.1.2.

An alternative way to deliver streaming services over MBMS is the use of DASH and FLUTE. This is use case is discussed in section 2.1.2.4.
2.1.1.2 Transport in streaming delivery service

The MBMS streaming framework operates on RTP packets or more precisely UDP payloads, incoming at same or different UDP ports. According to TS26.346, clause 8.2.2, the FEC layer for streaming delivery is based on top of the UDP layer. The legacy RTP packets and the UDP port information are used in order to generate FEC repair symbols. Original UDP payloads become FEC source packets by appending a 4 byte FEC source payload ID field at the end of each UDP payload. These packets are then UDP encapsulated and transported on the IP multicast bearer. 

According to Figure 1 a copy of these packets is forwarded to the FEC encoder and is arranged in a source block with row width T bytes at the first empty row. The encoding symbol starts at the beginning of a new row, but it is preceded by a 3 byte field containing the UDP flow ID (1 byte) and the length field (2 bytes). In case the length of the packet is not an integer of the symbol the remaining bytes in the last row are filled up with zero bytes. The source block is filled up to k rows whereby k is flexible and can be changed dynamically for each source block. The selection of k depends on the desired delay, the available terminal memory and also might depend on aspects such as desired zapping time in mobile TV applications. Typically for a streaming service a protection period is defined and the value of the protection period dynamically determines the source block size.
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Figure 1 MBMS Streaming Framework

After processing all packets to be protected within one source block, the FEC encoder generates n-k FEC repair symbols of size T by applying FEC. The generated FEC repair symbols can be transmitted individually or as blocks of symbols as payload of a single UDP packet. Each FEC source and repair packet contains sufficient information such that the receiver can correctly insert them in the receiver source and repair block. 

2.1.1.3 Examples

Examples are audio streaming applications or video streaming applications with bitrates ranging from 32 kbit/s to one or several MBit/s. The protection period is typically in the range of several seconds.

2.1.2 Download Delivery

2.1.2.1 Introduction

According to TR26.946, the MBMS Download Delivery Method allows the error-free transmission of files via the unidirectional MBMS Bearer Services. The files are "downloaded" and stored in the local files-system of the user equipment. Files may contain multimedia content or any other binary data. The MBMS Download Delivery Method allows the transmission of an arbitrary number of files within a single data transfer phase.
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Figure 1: Definition of MBMS Download Sessions

Figure 1 is an example of an MBMS User Service based on the Download Delivery Method. The file transmission events are organized in MBMS Download Sessions. Each session is started with a File Delivery Table (FDT) instance, which describes in this example each file within the MBMS Download Session in terms of file name and file type (MIME Content Type). The service operator and the actual service determine the timing of MBMS Download Sessions. Depending on the service type, the MBMS Download session may require strict or more relaxed time-constraint delivery of content.

2.1.2.2 Transport in download delivery service

This clause explains briefly how files are constructed for and transported during a FLUTE session. The BM-SC takes a file, e.g. a video clip or a still image, which is used as the transport object for FLUTE (see figure 2). The BM-SC constructs source blocks by breaking the file into contiguous portions of approximately equal size. Each source block is broken into source symbols. One or more encoding symbols are carried as the payload of a FLUTE packet, thus the FLUTE packet size must be divisible by the encoding symbol size. The target FLUTE packet size is configured by the BM-SC and, together with the file size, is used to determine the encoding symbol length. When FEC is used it may be beneficial to include several symbols in each FLUTE packet. Based on the transport object size, the encoding symbol size and the maximum source block length, FLUTE calculates the source block structure (i.e., the number of source blocks and their length).
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Figure 2: Constructing FLUTE packets

The BM-SC communicates the transport object size, the encoding symbol size and the file size to the receivers within the FLUTE session transmission such that the receiver can also calculate the source block structure in advance of receiving a file.

The FLUTE packet is constructed from FLUTE header and payload containing one or more encoding symbols.

The distinction between file and transport object is that the file is the object provided to the BM-SC and played-out or stored at the MBMS UE. Within the scope of FLUTE sessions, content encoding may be used, for instance to compress the file with gzip for delivery. In the presence of FLUTE session content encoding, the file and the transport object will be different binary objects, and in the absence of content encoding the transport object will be identical to the file. Any symbol calculations (including FEC) are performed on transport objects.

2.1.2.3 Download Examples

In a typical use case, multimedia files typically in 3GP or MP4 format are distributed through download delivery method. In this case the delivery rate and the media rate may be completely different as no real-time consumption is considered.

Table 1 shows some typical examples of file sizes for different types of multimedia content.

Table 1 Examples for Download delivery use cases

	Number
	File Size
	Example

	1
	50 kByte (51 200 bytes)
	JPEG coded logo

	2
	1 MByte (1 048 576 bytes)
	AAC encoded audio clip

	3
	3 MByte (3 145 728 bytes)
	MP3 audio clip

	4
	128 MByte  (134 217 728) bytes
	30 min SD movie coded at 500 kbit/s

	5
	1.8 GByte  (1 887 436 800) bytes
	2 hours HD movie coded at 2 MBit/s


2.1.2.4 DASH over download delivery service
In another use case as indicated in TS26.346, section 5.6, the download delivery method may be used to distribute DASH formatted content over MBMS. MBMS is designed to serve large receive groups with same content. The MBMS Download Delivery Method is designed to deliver an arbitrary number of (binary) files via MBMS to a large receiver population. MBMS Download defines several methods to increase reliability such as file repair. The download delivery method supports the delivery of media segments and even media presentation descriptions. Media segment URIs are described using the FDT in FLUTE. 

In this case the media bit-rate and the delivery bitrate are typically the same to maintain real-time delivery capabilities and therefore the delivery delay of a segment is typically lower bounded by the segment duration.

Table 2 shows some typical examples of DASH media segment files for live services. In these examples, only one representation with constant media rate is being delivered over download delivery service.

Table 2 Examples for DASH segments

	Number
	Segment duration and media rate
	FLUTE object (one segment) Size

	1
	1 sec DASH segment 250 kbit/s stream
	32 kByte (32 768 bytes)

	4
	1 sec DASH segment for 1 Mbit/s stream
	128 kByte (131 072 bytes)

	2
	4 sec DASH segment 250 kbit/s stream
	128 kByte (131 072 bytes)

	3
	4 sec DASH segment for 1 Mbit/s stream
	512 kByte (524 288 bytes)


2.2 Radio Access

2.2.1 UTRAN

The MBMS Bearer service reuses most of the legacy UMTS protocol stack in the packet-switched domain. Only minor modifications are introduced to support MBMS. The IP packets are processed in the Packet Data Convergence Protocol (PDCP) layer where for example header compression might be applied. In the Radio Link Control (RLC) the resulting PDCP-Protocol Data Units (PDUs), generally of arbitrary length, are mapped to fixed length RLC-PDUs. The RLC layer operates in unacknowledged mode as feedback links on the radio access network are not available for point-to-multipoint bearers. Functions provided at the RLC layer are for example segmentation and reassembly, concatenation, padding, sequence numbering, reordering and out-of-sequence and duplication detection. The Medium Access Control (MAC) layer maps and multiplexes the RLC-PDUs to the transport channel and selects the transport format depending on the instantaneous source rate. The MAC layer and physical layer appropriately adapt the RLC-PDU to the expected transmission conditions by applying, among others, channel coding, power and resource assignment, and modulation.

During the initial MBMS specification phase for Release-6, appropriate settings for UTRAN bearers for the simulation of FEC parameters had been defined and are summarized in Table 3.

Table 3 Typical UTRAN bearer parameters

	UTRAN Bearer parameters
	

	
	Bearer rates
	64 kbit/s, 128 kbit/s, 256 kbit/s

	
	RLC PDU size
	640 bytes, 1 280 bytes, 1 280 bytes respectively

	
	RLC BLER
	1%, 5%, 10%, 15%, 20%, 30%

	
	RLC block loss pattern
	Independent random loss


2.2.2 LTE eMBMS

NOTE: This text is not yet agreed, but kept as a starting point until additional information is provided. Specifically communication with RAN has been initiated in S4-111014, but complete feedback has not yet been received.

To obtain some representative numbers for the performance of an FEC code in an LTE MBMS environment, some simple models are necessary for AL-FEC evaluation. 

Figure 2 shows the mapping of RLC-SDUs to RLC-PDUs. RLC-SDUs in the context of MBMS are IP packets. The RLC header is 1 byte if the RLC SDU consists of 1 IP packet. The header is longer, if multiple IP packets are multiplexed in an RLC-SDU. A reasonable assumption is to use 3 byte header of the RLC-PDU assuming a 5 bit sequence number. The loss of one RLC-PDU results in the loss of all IP packets included in the RLC-PDU.

The MAC PDU consists of a number of MAC SDUs, where a MAC-SDUs is an RLC-PDU. The MAC multiplexer notifies the RLC layer of the available bits. The RLC layer would then create an RLC PDU that fits exactly into the available space in the MAC PDU. There is no need for fragmentation of MAC SDUs across subframes. Based on this, it can be assumed that the loss of one MAC-PDU results in the loss of one RLC-PDU.
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Figure 2 Mapping of IP packets (RLC-SDUs) to RLC-PDUs (see TS 36.300, section 6.2.2) 

LTE MBMS defines modulations and coding schemes with a MAC-PDU size ranging from 680 bit to 18336 bit for a 5 MHz bandwidth. Reasonable MCS configurations to cover different environments are between MCS 17 (for rural areas) and MCS 24 (for dense urban areas). For 5 MHz, this results in MAC-PDU payload sizes of 7992 bits and 14112 bits, respectively. 

Each MAC-PDU is mapped to a subframe. At allocation level 1, LTE MBMS can use up to 6 out of the 10 subframes of a 10ms frame. Each subframe is 1ms. 

The interleaving for MBMS in LTE is the same as for regular unicast LTE delivery of 1ms. As a first order approximation, it can be assumed that at most one MAC-PDU per 10ms frame is delivered and it is assumed that MAC-PDUs encounter iid random losses.

Pending the final confirmation from RAN1, as an initial starting point the following channel parameters are proposed following the discussions in document S4-AHI235:

· MCS=12 and MCS=21 with 618 byte RLC-SDU size and 1332 byte RLC-SDU size.

· RLC-SDU distance of 10ms and 40ms for MCS=21

· RLC-SDU distance of 10ms and 20ms for MCS=12

· Channel model with iid loss rate of 1%, 5% and 10% loss rates

· Channel model with Markov model loss rate of 1% and 5% target BLER as introduced in section 3.2

This results in total in 20 different channel configurations.

Table 4 Typical LTE MBMS bearer parameters

	LTE eMBMS Download
	

	
	Bearer bitrates
	247.2 kbit/s, 494.4 kbit/s, 
	266.4, 1.0656 Mbit/s

	
	RLC-SDU size
	618 byte
	1332 byte

	
	RLC-SDU frequency
	20ms, 10ms
	40ms, 10ms

	
	MAC PDU loss pattern
	iid random
	Markov

	
	MAC-PDU loss probability
	1%, 2%, 5%, 10%, 20%
	1% BLER, 5% BLER


2.3 Simulation conditions and assumptions (UTRAN)

The simulation conditions for UTRAN-based MBMS are provided in Table 5. 

Additional details on the simulation methodology are provided in contribution S4-AHI-236 and should be viewed as simulation guidelines.

Table 5 Simulation Conditions for UTRAN-based MBMS

	UTRAN Download
	

	
	Bearer rates
	64 kbit/s, 128 kbit/s, 256 kbit/s

	
	RLC-PDU size
	640 bytes, 1 280 bytes, 1 280 bytes respectively

	
	RLC-PDU BLER
	1%, 5%, 10%, 15%, 20%, 30%

	
	RLC-PDU block loss pattern
	Independent random loss

	
	Number of trials/users
	At least 10,000 for files ( 512 KB, 3,000 for 3 072 KB

	
	File sizes
	50 KB, 512 KB, 3 072 KB

	
	FLUTE payload size
	456 bytes

	
	ROHC
	No

	
	IPv4/UDP header
	28 bytes

	
	FLUTE header
	16 bytes

	
	FEC overhead
	Varied in steps of X packets, where X=ceil(0.005N) and N is the number of packets containing source data 

	UTRAN Streaming
	

	
	Bearer rates
	64 kbit/s, 128 kbit/s and 256 kbit/s

	
	RLC PDU size
	640 bytes (for 64 kbit/s bearer)

1280 bytes (for 128 kbit/s bearer)

1280 bytes (for 256 kbit/s bearer)

	
	RLC BLER
	1 %, 5 %, 10 %, 15 %, 20 %, 30 %

	
	RLC block loss pattern
	Independent random loss

	
	Content length
	24 hours of media content

	
	Media rates
	Varied by steps of 1 % of bearer rate, assuming only a single media stream with constant bitrate (see note 1)

	
	FEC overhead
	Varied to sum FEC and Media to equal bearer rate

	
	Source packet RTP payload size
	64 kbit/s: 456 bytes

128 kbit/s: 456 bytes

256 kbit/s: 768 bytes

	
	Repair packet RTP payload size
	Minimum value supported by the FEC code which is not less than 470 (for 64 kbit/s and 128 kbit/s) and 782 (for 256 kbit/s) - (see note 2)

	
	Protection period
	5 s, 20 s

	
	ROHC
	No

	
	IPv4/UDP/RTP header
	40

	NOTE 1:
In practice, multiple media streams may be carried within a single MBMS bearer. However, only a single media stream is considered for FEC simulation purposes for simplicity.

NOTE 2:
The last repair packet of a block may be shorter if supported by the FEC code in order to fit within the protection period.


2.4 Simulation conditions and assumptions (LTE eMBMS)

The simulation conditions for LTE-based MBMS are provided in Table 6.

Additional details on the simulation methodology are provided in contribution S4-AHI236 and should be used as guidelines for simulations.

Table 6 Simulation Conditions for LTE-based MBMS

	LTE eMBMS Download
	

	
	RLC-SDU
	266.4 kbit/s, 532.8 kbit/s, 1.0656Mbit/s, 4Mbit/s


	
	RLC-SDU size
	1332 byte TBD

	
	RLC-SDU period
	40ms, 20ms, 10ms

	
	MAC PDU loss pattern
	iid random or/and Markov model TBD
	Markov model TBD

	
	MAC-PDU loss probability
	1%, 2%, 5%, 10%, 20% 
	1%, 2%, 5%, 10%, 20% TBD 

	
	Number of trials/users
	At least 10,000 for files ( 1 MB, at least 3,000 otherwise

	
	File sizes
	50kB, 1MB, 3MB, 128MB, 1.8GB

	
	FLUTE payload size
	(RLC-PDU size - 44) bytes

	
	ROHC
	No

	
	IPv4/UDP header
	28 bytes

	
	FLUTE header
	16 bytes

	
	FEC overhead
	Varied in steps of X packets, where X=ceil(0.005N) and N is the number of packets containing source data 

	LTE eMBMS Streaming (based on DASH)
	

	
	Bearer rates
	266.4 kbit/s, 1.0656 Mbit/s

	
	RLC payload size
	1332 byte TBD

	
	RLC-SDU period
	40ms, 10ms

	
	MAC PDU loss pattern
	iid random or/and Markov model TBD
	Markov model TBD

	
	MAC-PDU loss probability
	1%, 2%, 5%, 10%, 20% 
	1%, 2%, 5%, 10%, 20% TBD

	
	Content length
	24 hours of media content

	
	Media rates
	Varied by steps of FLUTE payload sizes, but constant

	
	FEC overhead
	Varied to sum FEC and Media to equal bearer rate

	
	FLUTE payload size
	(RLC-PDU size - 44) bytes

	
	Media Segment duration
	1s, 4s 

	
	Segment to FLUTE object mapping
	Each Segment is mapped to one FLUTE object

	
	Maximum delivery delay of FLUTE object
	media segment duration 

	
	ROHC
	No

	
	IPv4/UDP/FLUTE header
	44


3 Evaluation Criteria

3.1 Code Performance

tbd

NOTE: Two documents had been provided for this meeting on this subject, S4-AHI241 and S4-AHI242. Using both documents for evaluation had been considered but was not agreeable.

3.2 Primary Performance Metrics

3.2.1 Download Delivery

For download delivery, the FEC Overhead required to achieve 99% probability of recovery of the file provides a very good indication for the system level performance.

The FEC Overhead required for 99 % probability of recovery is computed the Transmission overhead as described in Annex A.1 of this document. Detailed simulation conditions are provided in S4-AHI236.

Results following the mode as provided in Annex A of TR26.946 are expected.

In addition, the following parameters shall be reported:

· The symbol size, T, in bytes

· The total number of symbols required to represent the source data of the object, Kt

· The number of source blocks, Z

· The number of sub-blocks in each source block, N

· The maximum number of symbols to be transported in a single packet, G

For details refer to RFC3926 and RFC5053.

Table 7 provides a reporting format for UTRAN test cases.

Table 7 FEC Overhead required for 99 % probability for UTRAN download test cases

	Test Case
	Error conditions
	File size
	Bitrate 
kbit/s
	Fec Overhead
	 [T; Kt; Z; N; G]

	UD1
	Low (1% BLER)
	Small (50KB)
	64
	
	

	UD2
	
	Medium (512KB)
	64
	
	

	UD3
	
	Large (3072KB)
	64
	
	

	UD4
	Medium (5% BLER)
	Small (50KB)
	64
	
	

	UD5
	
	Medium (512KB)
	64
	
	

	UD6
	
	Large (3072KB)
	64
	
	

	UD7
	High (10% BLER)
	Small (50KB)
	64
	
	

	UD8
	
	Medium (512KB)
	64
	
	

	UD9
	
	Large (3072KB)
	64
	
	

	UD10
	15% BLER
	Small (50KB)
	64
	
	

	UD11
	
	Medium (512KB)
	64
	
	

	UD12
	
	Large (3072KB)
	64
	
	

	UD13
	20% BLER
	Small (50KB)
	64
	
	

	UD14
	
	Medium (512KB)
	64
	
	

	UD15
	
	Large (3072KB)
	64
	
	

	UD16
	30% BLER
	Small (50KB)
	64
	
	

	UD17
	
	Medium (512KB)
	64
	
	

	UD18
	
	Large (3072KB)
	64
	
	

	UD19
	Low (1% BLER)
	Small (50KB)
	128/256
	
	

	UD20
	
	Medium (512KB)
	128/256
	
	

	UD21
	
	Large (3072KB)
	128/256
	
	

	UD22
	Medium (5% BLER)
	Small (50KB)
	128/256
	
	

	UD23
	
	Medium (512KB)
	128/256
	
	

	UD24
	
	Large (3072KB)
	128/256
	
	

	UD25
	High (10% BLER)
	Small (50KB)
	128/256
	
	

	UD26
	
	Medium (512KB)
	128/256
	
	

	UD27
	
	Large (3072KB)
	128/256
	
	

	UD28
	15% BLER
	Small (50KB)
	128/256
	
	

	UD29
	
	Medium (512KB)
	128/256
	
	

	UD30
	
	Large (3072KB)
	128/256
	
	

	UD31
	20% BLER
	Small (50KB)
	128/256
	
	

	UD32
	
	Medium (512KB)
	128/256
	
	

	UD33
	
	Large (3072KB)
	128/256
	
	

	UD34
	30% BLER
	Small (50KB)
	128/256
	
	

	UD35
	
	Medium (512KB)
	128/256
	
	

	UD36
	
	Large (3072KB)
	128/256
	
	


Table 8 provides a reporting format for LTE test cases.

Table 8 FEC Overhead required for 99 % probability for LTE download delivery test cases

	Test Case
	Error conditions
(tbd)
	File size
	FEC Overhead
	 [T; Kt; Z; N; G] 

	LD1
	iid 1%
	50 kB
	
	

	LD2
	
	Audio (1 MB)
	
	

	LD3
	
	Clip(3 MB)
	
	

	LD4
	
	SD (128 MB)
	
	

	LD5
	
	HD(1.8 GB)
	
	

	LD6
	iid 2%
	50 kB
	
	

	LD7
	
	Audio (1 MB)
	
	

	LD8
	
	Clip(3 MB)
	
	

	LD9
	
	SD (128 MB)
	
	

	LD10
	
	HD(1.8 GB)
	
	

	LD11
	iid 5%
	50 kB
	
	

	LD12
	
	Audio (1 MB)
	
	

	LD13
	
	Clip(3 MB)
	
	

	LD14
	
	SD (128 MB)
	
	

	LD15
	
	HD(1.8 GB)
	
	

	LD16
	iid 10%
	50 kB
	
	

	LD17
	
	Audio (1 MB)
	
	

	LD18
	
	Clip(3 MB)
	
	

	LD19
	
	SD (128 MB)
	
	

	LD20
	
	HD(1.8 GB)
	
	

	LD21
	iid 20%


	50 kB
	
	

	LD22
	
	Audio (1 MB)
	
	

	LD23
	
	Clip(3 MB)
	
	

	LD24
	
	SD (128 MB)
	
	

	LD25
	
	HD(1.8 GB)
	
	

	LD26
	Markov 1%
	50 kB
	
	

	LD27
	
	Audio (1 MB)
	
	

	LD28
	
	Clip(3 MB)
	
	

	LD29
	
	SD (128 MB)
	
	

	LD30
	
	HD(1.8 GB)
	
	

	LD31
	Markov 2%
	50 kB
	
	

	LD32
	
	Audio (1 MB)
	
	

	LD33
	
	Clip(3 MB)
	
	

	LD34
	
	SD (128 MB)
	
	

	LD35
	
	HD(1.8 GB)
	
	

	LD36
	Markov 5%
	50 kB
	
	

	LD37
	
	Audio (1 MB)
	
	

	LD38
	
	Clip(3 MB)
	
	

	LD39
	
	SD (128 MB)
	
	

	LD40
	
	HD(1.8 GB)
	
	

	LD41
	Markov 10%
	50 kB
	
	

	LD42
	
	Audio (1 MB)
	
	

	LD43
	
	Clip(3 MB)
	
	

	LD44
	
	SD (128 MB)
	
	

	LD45
	
	HD(1.8 GB)
	
	

	LD46
	Markov 20%
	50 kB
	
	

	LD47
	
	Audio (1 MB)
	
	

	LD48
	
	Clip(3 MB)
	
	

	LD49
	
	SD (128 MB)
	
	

	LD50
	
	HD(1.8 GB)
	
	


3.2.2 RTP-based Streaming Delivery over UTRAN

For RTP-based streaming delivery, as a suitable measure it was considered to evaluate the maximum supported Media Rate (kbit/s) for Mean Time Between FEC Block Loss of 1 hour. 

For streaming services simulation we assume the following:

· All packets have the same size: this may not be fully true, but is considered sufficient FEC code evaluation.

· Receiver working memory is large enough to decode the highest bitrate with the longest protection period.

· Total bitrate of source data plus repair is always matched to the bearer rate. Consequently the SDU loss transcript is always the same for a given stream duration and fixed SDU size, only amount of repair and the associated maximum possible streaming rate are changing.

Results following the mode as provided in Annex A of TR26.946 are expected. 

The simulation conditions as provided in Annex A.2 of this document shall be applied.

In addition, the following parameters shall be reported:

· The symbol size, T, in bytes

· The total number of symbols within a protection period, N

· The number of symbols per packet, G

· The source block size K

The stream total duration is 24 hours and target Mean Time Between Failure (MTBF) is set to 1 block error per hours. In addition, the MBTF over the source block rate may be reported as well. This translates into a maximum of 24 errors over a 24 hour period.

Table 9 provides a reporting format for UTRAN streaming test cases.

Table 9 Maximum supported Media Rate (kbit/s)
for Mean Time Between FEC Block Loss of 1 hour for UTRAN streaming test cases

	Test Case
	Error rates
	Bearer rate
	Protection Period
	Performance
	[T; N; G; K]

	US1
	Low (1% BLER)
	Low (64kbit/s)
	5 sec
	
	

	US2
	
	
	20 sec
	
	

	US3
	
	Medium (128kbit/s)
	5 sec
	
	

	US4
	
	
	20 sec
	
	

	US5
	
	High (256kbit/s)
	5 sec
	
	

	US6
	
	
	20 sec
	
	

	US7
	Medium (5% BLER)
	Low (64kbit/s)
	5 sec
	
	

	US8
	
	
	20 sec
	
	

	US9
	
	Medium (128kbit/s)
	5 sec
	
	

	US10
	
	
	20 sec
	
	

	US11
	
	High (256kbit/s)
	5 sec
	
	

	US12
	
	
	20 sec
	
	

	US13
	High (10% BLER)
	Low (64kbit/s)
	5 sec
	
	

	US14
	
	
	20 sec
	
	

	US15
	
	Medium (128kbit/s)
	5 sec
	
	

	US16
	
	
	20 sec
	
	

	US17
	
	High (256kbit/s)
	5 sec
	
	

	US18
	
	
	20 sec
	
	


3.2.3 DASH-based Streaming Delivery over LTE

For DASH-based streaming delivery, as a similarly suitable measure it is considered to evaluate the media rate to support a Mean Time Between FEC Block Loss of 1 hour. 

Test cases are considered for 1 and 4 seconds segment duration as well as bearer bitrates of 260 kbit/s and 1 MBit/s.

The simulation conditions as provided in Annex A.2 of this document shall be applied.

In addition, the following parameters shall be reported:

· The symbol size, T, in bytes

· The total number of symbols within a protection period, N

· The number of symbols per packet, G

· The source block size K

The stream total duration is 24 hours and target Mean Time Between Failure (MTBF) is set to 1 block error per hours. In addition, the MBTF over the source block rate may be reported as well. This translates into a maximum of 24 errors over a 24 hour period.

Table 10 provides a reporting format for LTE streaming test cases.

Table 10 Media Bitrate in kbit/s
for Mean Time Between FEC Block Loss of 1 hour for LTE use cases

	Test Case
	Error conditions

(tbd)
	Segment
Duration
in seconds
	Bearer 
Bitrate

kbit/s
	Supported
Media Bitrate
	[T; K; N; G] 

	LS1
	iid 1%
	1
	260
	
	

	LS2
	
	1
	1000
	
	

	LS3
	
	4
	260
	
	

	LS4
	
	4
	1000
	
	

	LS5
	iid 2%
	1
	260
	
	

	LS6
	
	1
	1000
	
	

	LS7
	
	4
	260
	
	

	LS8
	
	4
	1000
	
	

	LS9
	iid 5%
	1
	260
	
	

	LS10
	
	1
	1000
	
	

	LS11
	
	4
	260
	
	

	LS12
	
	4
	1000
	
	

	LS13
	iid 10%
	1
	260
	
	

	LS14
	
	1
	1000
	
	

	LS15
	
	4
	260
	
	

	LS16
	
	4
	1000
	
	

	LS17
	iid 20%
	1
	260
	
	

	LS18
	
	1
	1000
	
	

	LS19
	
	4
	260
	
	

	LS20
	
	4
	1000
	
	

	LS21
	Markov 1%
	1
	260
	
	

	LS22
	
	1
	1000
	
	

	LS23
	
	4
	260
	
	

	LS24
	
	4
	1000
	
	

	LS25
	Markov 2%
	1
	260
	
	

	LS26
	
	1
	1000
	
	

	LS27
	
	4
	260
	
	

	LS28
	
	4
	1000
	
	

	LS29
	Markov 5%
	1
	260
	
	

	LS30
	
	1
	1000
	
	

	LS31
	
	4
	260
	
	

	LS32
	
	4
	1000
	
	

	LS33
	Markov 10%
	1
	260
	
	

	LS34
	
	1
	1000
	
	

	LS35
	
	4
	260
	
	

	LS36
	
	4
	1000
	
	

	LS37
	Markov 20%
	1
	260
	
	

	LS38
	
	1
	1000
	
	

	LS39
	
	4
	260
	
	

	LS40
	
	4
	1000
	
	


3.3 Implementation-specific Performance Metrics

Codes not only differ in terms of the code efficiency but also in other performance criteria. Two important aspects are the required memory for decoding in the MBMS client as well as the complexity of the considered decoding algorithm. 

Another important aspect is the global latency of  a live system (ie. From the video making to the video rendering on the device). Thus, Encoding complexity is also considered. Therefore, to judge the complexity of a encoding algorithm, the encoding speed in terms of bit/s on top of a recognized PC  platform running a recognized PC operating system can provide good insight into the impact of the encoding on the global latency. 

Therefore, to judge the complexity of a decoding algorithm, the decoding speed in terms of bit/s on top of a recognized mobile processor platform running a recognized mobile operating system can provide good insight into the feasibility of executing the code for mobile applications. 

In terms of memory requirements, a reasonable measure is the required random access memory in the MBMS client to decode large files, such as considered in the video delivery use cases from above. 

Another performance metric for successful integration into mobile platforms is the library footprint of the code and the footprint of hardware functions if any.

The complexity and memory requirements shall in particular be provided for the following use cases (For each of this value, FEC parameters K, Z, … shall be provided)
: 

· 1.8 GByte at highest error rate; 

· 4sec @ 1MBit/s streaming; 

· 20sec protection period for RTP based streaming at 384 kbit/s.

3.4 Summary

<<TO BE UPDATED ONCE AGREED>>

In summary, the following information is collected

· tbd test cases on code performance as documented in section XXX. 

· 36 test cases on FEC Overhead for UTRAN download test cases as document in Table 7
· 50 test cases on FEC Overhead for LTE download test cases as document in Table 8
· 18 test cases on maximum supported media rate for UTRAN streaming test cases as documented in Table 9.

· 40 test cases on maximum supported media rate for LTE streaming test cases as documented in Table 10.

· Implementation-specific metrics.

This results in total in 146 + tbd  test cases.

4 Benchmark Codes

4.1 Ideal Code

4.1.1 Description

A code is generally capable to handle one or a few or many of the following parameters

· T: source symbol size

·  K: source block size and number of source symbols

·  N: word length and number of encoding symbols

An ideal code with parameters (K, N, T)  can reconstruct the K source symbols from any set of K of the N encoding symbols. Ideal codes exists, but are usually very complex in encoding and decoding, especially if K is not small or if N needs to be large.

We use the property of ideal codes to determine the performance bound for any code considered in this context.

4.1.2 Evaluation Criteria

4.1.2.1 Code Performance

tbd

4.1.2.2 Download Delivery UTRAN

	Test Case
	Error conditions
	File size
	Bitrate 
kbit/s
	Fec Overhead
	 [T; Kt; Z; N; G]

	UD1
	Low (1% BLER)
	Small (50KB)
	64
	7.0 %
	[456; 113; 1; 1; 1]

	UD2
	
	Medium (512KB)
	64
	3.3 %
	[456; 1150; 1; 3; 1]

	UD3
	
	Large (3072KB)
	64
	2.4 %
	[456; 6899; 1; 13; 1]

	UD4
	Medium (5% BLER)
	Small (50KB)
	64
	21.8 %
	[456; 113; 1; 1; 1]

	UD5
	
	Medium (512KB)
	64
	13.0 %
	[456; 1150; 1; 3; 1]

	UD6
	
	Large (3072KB)
	64
	11.0 %
	[456; 6899; 1; 13; 1]

	UD7
	High (10% BLER)
	Small (50KB)
	64
	39.0 %
	[456; 113; 1; 1; 1]

	UD8
	
	Medium (512KB)
	64
	25.8 %
	[456; 1150; 1; 3; 1]

	UD9
	
	Large (3072KB)
	64
	22.6 %
	[456; 6899; 1; 13; 1]

	UD10
	15% BLER
	Small (50KB)
	64
	56.0 %
	[456; 113; 1; 1; 1]

	UD11
	
	Medium (512KB)
	64
	40.5 %
	[456; 1150; 1; 3; 1]

	UD12
	
	Large (3072KB)
	64
	36.0 %
	[456; 6899; 1; 13; 1]

	UD13
	20% BLER
	Small (50KB)
	64
	76.0 %
	[456; 113; 1; 1; 1]

	UD14
	
	Medium (512KB)
	64
	57.0 %
	[456; 1150; 1; 3; 1]

	UD15
	
	Large (3072KB)
	64
	52.0 %
	[456; 6899; 1; 13; 1]

	UD16
	30% BLER
	Small (50KB)
	64
	130.0 %
	[456; 113; 1; 1; 1]

	UD17
	
	Medium (512KB)
	64
	100.0 %
	[456; 1150; 1; 3; 1]

	UD18
	
	Large (3072KB)
	64
	92.0 %
	[456; 6899; 1; 13; 1]

	UD19
	Low (1% BLER)
	Small (50KB)
	128/256
	7.5 %
	[456; 113; 1; 1; 1]

	UD20
	
	Medium (512KB)
	128/256
	3.1 %
	[456; 1150; 1; 3; 1]

	UD21
	
	Large (3072KB)
	128/256
	2.1 %
	[456; 6899; 1; 13; 1]

	UD22
	Medium (5% BLER)
	Small (50KB)
	128/256
	20.0 %
	[456; 113; 1; 1; 1]

	UD23
	
	Medium (512KB)
	128/256
	11.2 %
	[456; 1150; 1; 3; 1]

	UD24
	
	Large (3072KB)
	128/256
	8.8 %
	[456; 6899; 1; 13; 1]

	UD25
	High (10% BLER)
	Small (50KB)
	128/256
	35.0 %
	[456; 113; 1; 1; 1]

	UD26
	
	Medium (512KB)
	128/256
	21.5 %
	[456; 1150; 1; 3; 1]

	UD27
	
	Large (3072KB)
	128/256
	17.8 %
	[456; 6899; 1; 13; 1]

	UD28
	15% BLER
	Small (50KB)
	128/256
	50.0 %
	[456; 113; 1; 1; 1]

	UD29
	
	Medium (512KB)
	128/256
	32.0 %
	[456; 1150; 1; 3; 1]

	UD30
	
	Large (3072KB)
	128/256
	28.0 %
	[456; 6899; 1; 13; 1]

	UD31
	20% BLER
	Small (50KB)
	128/256
	66.0 %
	[456; 113; 1; 1; 1]

	UD32
	
	Medium (512KB)
	128/256
	44.6 %
	[456; 1150; 1; 3; 1]

	UD33
	
	Large (3072KB)
	128/256
	38.0 %
	[456; 6899; 1; 13; 1]

	UD34
	30% BLER
	Small (50KB)
	128/256
	106.0 %
	[456; 113; 1; 1; 1]

	UD35
	
	Medium (512KB)
	128/256
	72.0 %
	[456; 1150; 1; 3; 1]

	UD36
	
	Large (3072KB)
	128/256
	66.8 %
	[456; 6899; 1; 13; 1]


4.1.2.3 Download Delivery LTE

Table 11 FEC Overhead required for 99 % probability for LTE download delivery test cases for idea code

	Test Case
	Error conditions
(tbd)
	File size
	FEC Overhead
	 [T; Kt; Z; N; G] 

	LD1
	iid 1%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD2
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD3
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD4
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD5
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD6
	iid 2%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD7
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD8
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD9
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD10
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD11
	iid 5%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD12
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD13
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD14
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD15
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD16
	iid 10%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD17
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD18
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD19
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD20
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD21
	iid 20%


	50 kB
	
	[1288; 40; 1; 1; 1]

	LD22
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD23
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD24
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD25
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD26
	Markov 1%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD27
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD28
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD29
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD30
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD31
	Markov 2%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD32
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD33
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD34
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD35
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD36
	Markov 5%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD37
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD38
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD39
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD40
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD41
	Markov 10%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD42
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD43
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD44
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD45
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]

	LD46
	Markov 20%
	50 kB
	
	[1288; 40; 1; 1; 1]

	LD47
	
	Audio (1 MB)
	
	[1288; 815; 1; 2; 1]

	LD48
	
	Clip(3 MB)
	
	[1288; 2443; 1; 4; 1]

	LD49
	
	SD (128 MB)
	
	[1288; 104207; 1; 129; 1]

	LD50
	
	HD(1.8 GB)
	
	[1288; 1500571; 1; 322; 1]


4.1.2.4 RTP-based Streaming over UTRAN

Table 12 Maximum supported Media Rate (kbit/s) for 
Mean Time Between FEC Block Loss of 1 hour for UTRAN streaming test cases for ideal code

	Test Case
	Error rates
	Bearer rate
	Protection Period
	Performance
	[T; N; G; K]

	US1
	Low (1% BLER)
	Low (64kbit/s)
	5 sec
	56.8
	

	US2
	
	
	20 sec
	60.6
	

	US3
	
	Medium (128kbit/s)
	5 sec
	116.3
	

	US4
	
	
	20 sec
	122.6
	

	US5
	
	High (256kbit/s)
	5 sec
	237.4
	

	US6
	
	
	20 sec
	246.4
	

	US7
	Medium (5% BLER)
	Low (64kbit/s)
	5 sec
	47.4
	

	US8
	
	
	20 sec
	54.2
	

	US9
	
	Medium (128kbit/s)
	5 sec
	102.2
	

	US10
	
	
	20 sec
	112.5
	

	US11
	
	High (256kbit/s)
	5 sec
	228.0
	

	US12
	
	
	20 sec
	224.5
	

	US13
	High (10% BLER)
	Low (64kbit/s)
	5 sec
	39.5
	

	US14
	
	
	20 sec
	47.5
	

	US15
	
	Medium (128kbit/s)
	5 sec
	88.5
	

	US16
	
	
	20 sec
	101.8
	

	US17
	
	High (256kbit/s)
	5 sec
	182.0
	

	US18
	
	
	20 sec
	201.5
	


4.1.2.5 DASH-based streaming over LTE

Table 13 Media Bitrate in kbit/s
for Mean Time Between FEC Block Loss of 1 hour for LTE use cases for ideal code

	Test Case
	Error conditions

(tbd)
	Segment
Duration
in seconds
	Bearer 
Bitrate

kbit/s
	Supported
Media Bitrate
	[T; K; N; G] 

	LS1
	iid 1%
	1
	260
	
	

	LS2
	
	1
	1000
	
	

	LS3
	
	4
	260
	
	

	LS4
	
	4
	1000
	
	

	LS5
	iid 2%
	1
	260
	
	

	LS6
	
	1
	1000
	
	

	LS7
	
	4
	260
	
	

	LS8
	
	4
	1000
	
	

	LS9
	iid 5%
	1
	260
	
	

	LS10
	
	1
	1000
	
	

	LS11
	
	4
	260
	
	

	LS12
	
	4
	1000
	
	

	LS13
	iid 10%
	1
	260
	
	

	LS14
	
	1
	1000
	
	

	LS15
	
	4
	260
	
	

	LS16
	
	4
	1000
	
	

	LS17
	iid 20%
	1
	260
	
	

	LS18
	
	1
	1000
	
	

	LS19
	
	4
	260
	
	

	LS20
	
	4
	1000
	
	

	LS21
	Markov 1%
	1
	260
	
	

	LS22
	
	1
	1000
	
	

	LS23
	
	4
	260
	
	

	LS24
	
	4
	1000
	
	

	LS25
	Markov 2%
	1
	260
	
	

	LS26
	
	1
	1000
	
	

	LS27
	
	4
	260
	
	

	LS28
	
	4
	1000
	
	

	LS29
	Markov 5%
	1
	260
	
	

	LS30
	
	1
	1000
	
	

	LS31
	
	4
	260
	
	

	LS32
	
	4
	1000
	
	

	LS33
	Markov 10%
	1
	260
	
	

	LS34
	
	1
	1000
	
	

	LS35
	
	4
	260
	
	

	LS36
	
	4
	1000
	
	

	LS37
	Markov 20%
	1
	260
	
	

	LS38
	
	1
	1000
	
	

	LS39
	
	4
	260
	
	

	LS40
	
	4
	1000
	
	


4.1.2.6 Implementation-specific Performance Metrics

Obviously, as the ideal code is generally "non-existing", no implementation specific performance metrics are available.

4.2 MBMS FEC RFC5053

4.2.1 Description

The code is fully specified in IETF RFC 5053 and is also used in MBMS TS26.346.

Simulation results are mostly available in Annex A of TR26.946. Additional simulation results for non-documented cases are provided below.

4.2.2 Evaluation Criteria

4.2.2.1 Code Performance

tbd

4.2.2.2 Download Delivery UTRAN

	Test Case
	Error conditions
	File size
	Bitrate 
kbit/s
	Fec Overhead
	 [T; Kt; Z; N; G]

	UD1
	Low (1% BLER)
	Small (50KB)
	64
	8.0 %
	[44; 1164; 1; 1; 10]

	UD2
	
	Medium (512KB)
	64
	3.6 %
	[456; 1150; 1; 3; 1]

	UD3
	
	Large (3072KB)
	64
	2.6 %
	[456; 6899; 1; 13; 1]

	UD4
	Medium (5% BLER)
	Small (50KB)
	64
	22 %
	[44; 1164; 1; 1; 10]

	UD5
	
	Medium (512KB)
	64
	13.4 %
	[456; 1150; 1; 3; 1]

	UD6
	
	Large (3072KB)
	64
	11.2 %
	[456; 6899; 1; 13; 1]

	UD7
	High (10% BLER)
	Small (50KB)
	64
	39.0 %
	[44; 1164; 1; 1; 10]

	UD8
	
	Medium (512KB)
	64
	26.0 %
	[456; 1150; 1; 3; 1]

	UD9
	
	Large (3072KB)
	64
	22.8 %
	[456; 6899; 1; 13; 1]

	UD10
	15% BLER
	Small (50KB)
	64
	56.0 %
	[44; 1164; 1; 1; 10]

	UD11
	
	Medium (512KB)
	64
	41.0 %
	[456; 1150; 1; 3; 1]

	UD12
	
	Large (3072KB)
	64
	37.0 %
	[456; 6899; 1; 13; 1]

	UD13
	20% BLER
	Small (50KB)
	64
	76.0 %
	[44; 1164; 1; 1; 10]

	UD14
	
	Medium (512KB)
	64
	57.0 %
	[456; 1150; 1; 3; 1]

	UD15
	
	Large (3072KB)
	64
	52.0 %
	[456; 6899; 1; 13; 1]

	UD16
	30% BLER
	Small (50KB)
	64
	130.0 %
	[44; 1164; 1; 1; 10]

	UD17
	
	Medium (512KB)
	64
	100.0 %
	[456; 1150; 1; 3; 1]

	UD18
	
	Large (3072KB)
	64
	92.0 %
	[456; 6899; 1; 13; 1]

	UD19
	Low (1% BLER)
	Small (50KB)
	128/256
	8.0 %
	[44; 1164; 1; 1; 10]

	UD20
	
	Medium (512KB)
	128/256
	3.4 %
	[456; 1150; 1; 3; 1]

	UD21
	
	Large (3072KB)
	128/256
	2.2 %
	[456; 6899; 1; 13; 1]

	UD22
	Medium (5% BLER)
	Small (50KB)
	128/256
	21.0 %
	[44; 1164; 1; 1; 10]

	UD23
	
	Medium (512KB)
	128/256
	11.4 %
	[456; 1150; 1; 3; 1]

	UD24
	
	Large (3072KB)
	128/256
	9.0 %
	[456; 6899; 1; 13; 1]

	UD25
	High (10% BLER)
	Small (50KB)
	128/256
	35.0 %
	[44; 1164; 1; 1; 10]

	UD26
	
	Medium (512KB)
	128/256
	21.5 %
	[456; 1150; 1; 3; 1]

	UD27
	
	Large (3072KB)
	128/256
	18.1 %
	[456; 6899; 1; 13; 1]

	UD28
	15% BLER
	Small (50KB)
	128/256
	50.0 %
	[44; 1164; 1; 1; 10]

	UD29
	
	Medium (512KB)
	128/256
	32.1 %
	[456; 1150; 1; 3; 1]

	UD30
	
	Large (3072KB)
	128/256
	28.1 %
	[456; 6899; 1; 13; 1]

	UD31
	20% BLER
	Small (50KB)
	128/256
	66.0 %
	[44; 1164; 1; 1; 10]

	UD32
	
	Medium (512KB)
	128/256
	45.0 %
	[456; 1150; 1; 3; 1]

	UD33
	
	Large (3072KB)
	128/256
	38.2 %
	[456; 6899; 1; 13; 1]

	UD34
	30% BLER
	Small (50KB)
	128/256
	106.0 %
	[44; 1164; 1; 1; 10]

	UD35
	
	Medium (512KB)
	128/256
	72.0 %
	[456; 1150; 1; 3; 1]

	UD36
	
	Large (3072KB)
	128/256
	67.0 %
	[456; 6899; 1; 13; 1]


4.2.2.3 Download Delivery LTE

Table 14 FEC Overhead required for 99 % probability for LTE download delivery test cases for RFC5053

	Test Case
	Error conditions
(tbd)
	File size
	FEC Overhead
	 [T; Kt; Z; N; G] 

	LD1
	iid 1%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD2
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD3
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD4
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD5
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD6
	iid 2%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD7
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD8
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD9
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD10
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD11
	iid 5%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD12
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD13
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD14
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD15
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD16
	iid 10%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD17
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD18
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD19
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD20
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD21
	iid 20%


	50 kB
	
	[128; 400; 1; 1; 10]

	LD22
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD23
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD24
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD25
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD26
	Markov 1%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD27
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD28
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD29
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD30
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD31
	Markov 2%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD32
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD33
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD34
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD35
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD36
	Markov 5%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD37
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD38
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD39
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD40
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD41
	Markov 10%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD42
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD43
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD44
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD45
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]

	LD46
	Markov 20%
	50 kB
	
	[128; 400; 1; 1; 10]

	LD47
	
	Audio (1 MB)
	
	[644; 1629; 1; 2; 2]

	LD48
	
	Clip(3 MB)
	
	[1288; 2433; 1; 4; 1]

	LD49
	
	SD (128 MB)
	
	[1288;104207; 13; 10; 1]

	LD50
	
	HD(1.8 GB)
	
	[1288;1500571; 184; 11; 1]


4.2.2.4 RTP-based Streaming over UTRAN

	Test Case
	Error rates
	Bearer rate
	Protection Period
	Performance
	[T; N; G; K]

	US1
	Low (1% BLER)
	Low (64kbit/s)
	5 sec
	55.8
	

	US2
	
	
	20 sec
	60.4
	

	US3
	
	Medium (128kbit/s)
	5 sec
	115.5
	

	US4
	
	
	20 sec
	122.4
	

	US5
	
	High (256kbit/s)
	5 sec
	236.2
	

	US6
	
	
	20 sec
	245.7
	

	US7
	Medium (5% BLER)
	Low (64kbit/s)
	5 sec
	46.6
	

	US8
	
	
	20 sec
	53.6
	

	US9
	
	Medium (128kbit/s)
	5 sec
	100.8
	

	US10
	
	
	20 sec
	111.8
	

	US11
	
	High (256kbit/s)
	5 sec
	227.0
	

	US12
	
	
	20 sec
	224.0
	

	US13
	High (10% BLER)
	Low (64kbit/s)
	5 sec
	38.5
	

	US14
	
	
	20 sec
	47.2
	

	US15
	
	Medium (128kbit/s)
	5 sec
	87.5
	

	US16
	
	
	20 sec
	101.2
	

	US17
	
	High (256kbit/s)
	5 sec
	179.5
	

	US18
	
	
	20 sec
	200.5
	


4.2.2.5 DASH-based streaming over LTE

Table 15 Media Bitrate in kbit/s
for Mean Time Between FEC Block Loss of 1 hour for LTE use cases for RFC5053

	Test Case
	Error conditions

(tbd)
	Segment
Duration
in seconds
	Bearer 
Bitrate

kbit/s
	Supported
Media Bitrate
	[T; K; N; G] 

	LS1
	iid 1%
	1
	260
	
	

	LS2
	
	1
	1000
	
	

	LS3
	
	4
	260
	
	

	LS4
	
	4
	1000
	
	

	LS5
	iid 2%
	1
	260
	
	

	LS6
	
	1
	1000
	
	

	LS7
	
	4
	260
	
	

	LS8
	
	4
	1000
	
	

	LS9
	iid 5%
	1
	260
	
	

	LS10
	
	1
	1000
	
	

	LS11
	
	4
	260
	
	

	LS12
	
	4
	1000
	
	

	LS13
	iid 10%
	1
	260
	
	

	LS14
	
	1
	1000
	
	

	LS15
	
	4
	260
	
	

	LS16
	
	4
	1000
	
	

	LS17
	iid 20%
	1
	260
	
	

	LS18
	
	1
	1000
	
	

	LS19
	
	4
	260
	
	

	LS20
	
	4
	1000
	
	

	LS21
	Markov 1%
	1
	260
	
	

	LS22
	
	1
	1000
	
	

	LS23
	
	4
	260
	
	

	LS24
	
	4
	1000
	
	

	LS25
	Markov 2%
	1
	260
	
	

	LS26
	
	1
	1000
	
	

	LS27
	
	4
	260
	
	

	LS28
	
	4
	1000
	
	

	LS29
	Markov 5%
	1
	260
	
	

	LS30
	
	1
	1000
	
	

	LS31
	
	4
	260
	
	

	LS32
	
	4
	1000
	
	

	LS33
	Markov 10%
	1
	260
	
	

	LS34
	
	1
	1000
	
	

	LS35
	
	4
	260
	
	

	LS36
	
	4
	1000
	
	

	LS37
	Markov 20%
	1
	260
	
	

	LS38
	
	1
	1000
	
	

	LS39
	
	4
	260
	
	

	LS40
	
	4
	1000
	
	


4.2.2.6 Implementation-specific Performance Metrics

RFC5053 Raptor is designed to perform software-based encoding and decoding. The different aspects 

· complexity of the decoding algorithm

· memory requirements

· footprint of the code 

have been carefully designed to meet the hardware and software requirements when selecting the code for Release-6 in 2005.

In S4-0500357, section 3 provides some overview on the complexity of the Raptor decoding process. "With very low overhead, decoding a Raptor code requires approximately 18.9 XOR operations per symbol. Each of these requires at least one of its operands to be read from memory. Approximately 8.2 of these 18.9 require both operands to be read from memory. Finally, approximately 9.6 require the result to be written back to memory. The cost in weighted operations of these is:

· XOR operations (including one memory read):

4 x 18.9k = 75.4 k

· Additional memory reads:








4 x 8.2k = 32.9 k

· Memory writes:











4 x 9.6k = 38.2 k

The total weighted operations per symbol word is therefore: 146.6 k"
Due to sub-blocking, Raptor can provide very efficient memory handling. The maximum subblock size in TS26.346 is restricted to 256 kByte.

The footprint for the Raptor library is reported to be in the range of 100-150 kByte where a major part of the memory is dedicated to specifying all 8188 systematic indices.

5 Qualification and Selection Criteria

5.1 Qualification

tbd

5.2 Selection

tbd

Annex A Simulation Conditions 

A.1
Simulation Procedure for download delivery

For file downloads simulations the following assumptions are made:

· All source blocks have the same size, i.e. the size the largest source blocks (this would slightly overestimate FEC overhead but simplifies simulation code)

· 

The download procedure is:

· Generate IP packet loss transcripts, one per user, with mapping algorithm according to the access technology and the IP packet size according to the table. The transcript length must be long enough to cover transmission of the biggest file subject to maximum simulated loss and transmission overhead to meet target success rate.

· Using the following as input: file size F, payload size P, receiver memory size WS. Then compute the number of source blocks Z and their size in symbols KT, the number of symbols per packet G (always 1 for Ideal) according to the following schemes per FEC:

· In the case of Ideal code, there is always a single source block with symbol size T=P with a total of K=ceil(F/P) symbols.

· In the case of 
any AL-FEC designed for flute, the parameters are computed using Section 9.1 Block Partitioning Algorithm of RFC 5052.

· In case of other codes, the algorithm for computing the different parameters should be provided

· For each user U do

· Encoding symbol index I = 0

· Until all Z source block are received

· For each Z source block

1. Add a received symbol of ESI I for the block if not lost according to lost transcript A for user

2. Move loss transcript pointer to next item

3. If the block is not decoded and number of received symbols is equal or bigger than K*T do:

· Try decoding with the set of received ESIs

· If successful, mark block as decoded, record number of symbols necessary for this block

· I = I + 1
 in case of Raptor, in case of other FEC, other functions can be provided
· Find maximum of necessary symbols maxSymbol across Z blocks for user U, report Transmission overhead as (maxSymbol*T *Z/ F) in percent

· Rank all users according to their Transmission overhead

· If X is the target success rate, keep the last (1 – X) * N last users where N
 is the number of simulated users

· Report Transmission overhead (reported as FEC overhead in TR26.346) of the first user (i.e. with lowest FEC overhead) from remaining users of step 5.
A.2
Simulation Procedure for streaming delivery

The streaming simulation procedure is:

· Select a streaming service with source data rate and stream duration (24 hours)

· Generate IP packet loss transcripts, one per user, with mapping algorithm according to the access technology and the IP packet size according to the table. The transcript length must be long enough to cover transmission of the whole stream duration. 

· Compute number of symbols N per protection period for FEC under consideration (for RFC5053, this is the number of packets if G > 1)

· R = 0, the number of repair symbols

· Loop 1: Until number of segment in error  E is less than target error maxE do:

· K = N – R, where K = number of symbols for block 

· For all segments in stream do:

· For ESI = 0 up to N-1 do:

· If SDU is received according to loss transcript A, record ESI as received

· Try decoding with set of received ESI

· If not successful, E = E + 1

· If E > maxE, R = R + 1, restart Loop 1

· Record last value of K as maxK

· Report maximum streaming rate as (G*K*T*8 / protection period ) where T is the symbol size.

�Some experimentation uses higher bitrate.


We shall also consider higher value, 4Mbit/s for instance.


�The N parameter is overloaded. Please keep N to designate


the number of encoding symbols, as in section 3.2.2.





�Encoding speed is one of the parameters in a global live system, it shall be considered.


�The recovery performance provided in previous tables directly depends on the number Z of source blocks.


The lower Z is, the better the performance (coupon-collector problem). So there is an incentive to reduce Z by using higher K values. However there are practical limits in this approach, which are analyzed in section 3.3.


Therefore the implementation specific performance metrics should be provided with parameters in line with those used for the recovery performance tests.





�


In this document, we have separated memory management, complexity and FEC overhead measurement.





FEC overhead shall be measured without any memory limitation (and/or  encoding/decoding complexity limitation)





The memory management is already handled in 3.3. 





�That's misleading. All AL-FEC schemes designed for


FLUTE/ALC must follow RFC5052/section 9.1. There is nothing specific to Raptor. 





�


The use of the ESI i that is incremented by 1 for each iteration of the simulator is Raptor(Q)/Ideal code specific.


Other AL-FEC schemes may prefer different packet scheduling techniques, i.e. have non monotonically increasing ESI.





In case of other FEC, a permutation function σ can  be used.





�“In percent” is not very clear.


Can we make it clearer?


Like:


((maxSymbol*T *Z/ F)-1)*100





�


N, as mentioned above, is overloaded. Please use a different name, e.g. NSU (Number of Simulated Users).
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