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Introduction

HTTP streaming requires the transmission of media description information to the client and as such, numerous formats are being considered to contain this information. Since there already exist mature, well-defined, easily extensible formats which define most or all of the needs for HTTP streaming content description, it is desirable to re-use existing formats. Additionally, the use of a format which is already supported by many PSS clients allows for much simpler enhancement of these clients. 

SMIL

SMIL is a well established, widely used language for media playlists and synchronization. It allows for synchronized media playback between separate media files or streams, concurrent and consecutive playback of all or part of different media, simple and advanced timing control, and alternative media selection. It defines much of what is needed for HTTP streaming, and if required, is very easy to extend by simply defining a namespace and defining elements and/or parameters within the namespace. 

SMIL is arguably more flexible than a template based solution without restricting deployment options such as variable segment sizes, different URLs for some segments, or client-side playlists (i.e., splicing content from multiple servers at the client). Without knowing all the use cases, it is premature to define a compact MPD as it might restrict deployment options and it is not clear that it would provide any significant advantage over SMIL when combined with compression and byte-range features in HTTP/1.1.

Many of the existing media clients that will need to be updated in order to support HTTP streaming already support SMIL, thus allowing simpler development effort and smaller memory footprint than the addition of a new format. For a new implementation, adding support for the necessary subset of SMIL should be similar effort and footprint to that required to support a newly defined format.

Non-fragmented content 

In order to support use cases of content which is split into multiple separate files, SMIL as currently defined is perfectly suited to the needs of HTTP streaming. Content split into time-chunked files may be described to be played sequentially; content split into separate files per track can be proscribed concurrent playback; and content split into alternate track representations can be described by selection criteria to allow the client to select the appropriate source. SMIL additionally allows the reference of addition SMIL content, (a.k.a. "chaining"), which is a simple and effective mechanism for the addition of segments to an on-going live session without resorting to client side polling and without requiring the client to continually re-download the entire description.

Example 1: Content segmented into constant length clips, with each in a separate file. Ads are located on a different server from the main content.

<body>

  <par>

    <par begin="0.0">

      <switch>

        <video src="http://server1/clip1_1.3gp" systemBitrate="128000"/>

        <video src="http://server1/clip1_2.3gp" systemBitrate="192000"/>

        <video src="http://server1/clip1_3.3gp" systemBitrate="256000"/>

      </switch>

    </par>

    ...

    <par begin="180.0">

      <switch>

        <video src="http://adserver/clip6_1.3gp" systemBitrate="128000"/>

        <video src="http://adserver/clip6_2.3gp" systemBitrate="192000"/>

        <video src=”http://adserver/clip6_3.3gp" systemBitrate="256000"/>

      </switch>

    </par>

  </par>

</body>

Example 2: Two alternative representations with different segment durations, one with 30-seconds and the other with 15 seconds.

<body> 

  ...

  <par begin="30.0s"> 

    <switch> 

      <video src="alt1_1.3gp" systemBitrate="192000"/> 

      <seq systemBitrate="128000"> 

        <video src="alt2_1.3gp" /> 

        <video src="alt2_2.3gp"/> 

      </seq> 

    </switch> 

  </par> 

  <par begin="60.0s">  

    <switch> 

      <video src="alt1_2.3gp" systemBitrate="192000"/> 

      <seq systemBitrate="128000"> 

        <video src="alt2_3.3gp" /> 

        <video src="alt2_4.3gp"/> 

      </seq> 

    </switch> 

  </par>

  ...

</body>

Example 3: Content with audio and video alternatives each contained in separate files

<body>

  <par>

    <switch>

      <video src="movie_video_900kbps.3gp" systemBitrate="1000000" />

      <video src="movie_video_450kbps.3gp" systemBitrate="500000" />

      <video src="movie_video_100kbps.3gp" />

    </switch>

    <switch>

      <audio src="movie_audio_100kbps_fr.3gp" systemBitrate="1000000" systemLanguage="fr" />

      <audio src="movie_audio_50kbps_fr.3gp" systemLanguage="fr" />

      <audio src="movie_audio_100kbps_de.3gp" systemBitrate="1000000" systemLanguage="de" />

      <audio src="movie_audio_50kbps_de.3gp" systemLanguage="de" />

      <audio src="movie_audio_100kbps_en.3gp" systemBitrate="1000000" />

      <audio src="movie_audio_50kbps_en.3gp" />

    </switch>

  </par>

</body>

Example 4: Using SMIL chaining to indicate MPD updates 

<body>

  <par>

    <par begin="0.0s">

      <switch>

        <video src="http://server1/clip1_1.3gp" systemBitrate="128000"/>

        <video src="http://server1/clip1_2.3gp" systemBitrate="192000"/>

        <video src="http://server1/clip1_3.3gp" systemBitrate="256000"/>

      </switch>

    </par>

    ...

    <ref begin="120.0s" src="http://server1/next-mpd.smil"/>

  </par>

</body>

Fragmented content

In order to handle content which is contained within a single fragmented file rather than a separate file per segment, extensions are necessary in order to inform the client of the byte ranges needed for retrieval of the file header and seek tables, etc.

Example 5: Possible extension to support byte ranges within SMIL.

<smil xmlns="http://www.w3.org/2005/SMIL21/ 

      xmlns:3gp9="http://www.3gpp.org/SMIL21/PSS9">

  <head>

    <meta base="http://www.example.com/video/" />

  </head>

  <body>

    <seq>

      <video src="clip.3gp" 3gp9:bytes="0-1150000"/>

      <video src="clip.3gp" 3gp9:bytes="1150001-2300000"/>

      <video src="clip.3gp" 3gp9:bytes="2300001-3450000"/>

    </seq>

  </body>

</smil>

Example 6: Possible extension to specify file header (i.e. 'ftyp' and 'moov') to which a segment range belongs.

<smil xmlns="http://www.w3.org/2005/SMIL21/ 

      xmlns:3gp9="http://www.3gpp.org/SMIL21/PSS9">

  <head>

    <meta base="http://www.example.com/video/" title="My Example Content"/>

    <meta http-equiv="Expires" content="01 Jan 2010 12:00:00 GMT"/>

  </head>

  <body>

    <par>

      <prefetch src="clip.3gp" mediaSize="2014"/>

      <ref id="header" src="clip.3gp" dur="0s" 3gp9:bytes="0-2013"/>

      <video src="clip_01.3gp" begin="0s" 3gp9:bytes="2014-627010" 3gp9:head="header"/>

      <video src="clip_01.3gp" begin="9.87s" 3gp9:bytes="627011-1250046" 3gp9:head="header"/>

      <video src="clip_01.3gp" begin="19.94s" 3gp9:bytes="1250046-1875100" 3gp9:head="header"/>

    </par>  

  </body>

</smil>

Profiles

SMIL defines 'modules', which are sets of functionality, and 'profiles', which define the required set of 'modules' in order to properly render a SMIL document. This allows a SMIL-based language to require only the portions of SMIL that it needs and allows a general SMIL document to indicate which portions are required in order to support the document. This allows implementations to limit support to only the necessary features. For instance, a document intended for PSS HTTP streaming content likely requires the timing and synchronization modules, but probably does not require the animation modules.  Note that a SMIL profile is already defined in TS 26.246 and it is capable of enabling most of  the common use cases required for HTTP streaming.

Proposal

This document proposes that the SMIL format, with a profile as defined in TS 26.246 be used, and when necessary,  extended, for external referencing and timing purposes, such as sequencing, synchronization, and client side selection of alternative media.

