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1
Introduction
This document discusses issues on transport for HTTP streaming.
As agreed during SA4#54 meeting, both Client-enhanced and Server-enhanced HTTP streaming should be supported. 
With regard to Server-enhanced HTTP streaming, media transport is controlled by the server, so the following information should be exchanged between the client and the server:
· Media data. The media data should be streamed to the client, supporting live contents.
· Playback control. The client can send playback control requests while receiving the media data.
· Feedback information, e.g. for rate adaptation. 

With regard to Client-enhanced HTTP streaming, media transport is initiated and controlled by the client. All the features for streaming are fulfilled by the client to request the content appropriately.
The following of this document focuses on issues of Server-enhanced HTTP streaming. We propose that these issues are discussed and the group's consensuses are used as the working assumptions for the transport aspect of Server-enhanced HTTP streaming.
2
Basic Terms
The document uses TCP connection as the transport layer for the HTTP communication. HTTP 1.1 is used as the basic of the discussions. Brief introduction of the key terminologies are included here for convenience. Please refer to the HTTP 1.1 spec in [RFC 2616] for more details.

· Transfer-Encoding: The Transfer-Encoding general-header field indicates what (if any)   type of transformation has been applied to the message body in order to safely transfer it through the network. The chunked encoding "chunked" is defined to modify the body of a message in order to transfer it as a series of chunks, each with its own size indicator.
· Persistent Connections: Prior to persistent connections, a separate TCP connection was established to fetch each URL. Each persistent connection applies to only one transport link. Persistent connections provide a mechanism by which a client and a server can signal the close of a TCP connection, in other words, the connection can be used until it is requested to be closed. HTTP requests and responses can be pipelined on a connection. Persistent connections are the default behavior of any HTTP 1.1 connection.

· Pipelining: A client that supports persistent connections MAY "pipeline" its requests, sending multiple requests without waiting for each response. A server MUST send its responses to those requests in the same order that the requests were received.
3
Transport for Media Data
For Server-enhanced HTTP Streaming, the chunked encoding is a good way to transport the media data for either pre-stored or live contents.
· For Pre-stored contents, media data can be streamed with chunks and use of chunk is suitable for adaptation.

· For live contents, for which the size of the content is unpredictable, use of chunk is also suitable.

However, there is one main issue using chunk, which is also discussed in IETF draft draft-loreto-http-bidirectional-00 (http://tools.ietf.org/html/draft-loreto-http-bidirectional-00):

· Network Intermediaries. The intermediaries are inevitable in the transmission between the server and the client. Using the chunked encoding, all the intermediaries are required to immediately forward a partial response. However there is no such requirement by the existing HTTP protocol in [RFC 2616]. Moreover, section 19.4.6 of RFC 2616 says that "Proxies/gateways MUST remove any transfer-coding prior to forwarding a message via a MIME-compliant protocol."
4
Transport for Playback Control/Feedback Information
For Server-enhanced HTTP Streaming, the client can request the server to control the playback and send feedback information for rate adaptation during the streaming. The playback/feedback request and response should be transported followed by the correct media data transport.
4.1
Approach 1: Transport with one connection

The playback control, content switching and rate adaption operations are listed in the following table.
If all the playback/feedback requests are sent on the same TCP connection on which the server is currently sending media data, a persistent connection using pipeline should be used.
	Seeking
	Including forward seeking and backward seeking, resulting streaming from the specific position. The server should respond to the seeking request with streaming from the specific position, where the response is sent after the termination of the previous request.

	Content Switching
	The server should respond to the content switching request with the switched stream, where the response is sent after the termination of the previous request.

	Trick Modes
	Start
	If there is no data being transported, the server responses the request with streaming data.

	
	Pause
	The server should respond to the Pause request with no media data, where the response is sent after the termination of the previous request.

	
	FF (Fast Forward)
	The server should respond to the FF request with FF'ed media data, where the response is sent after the termination of the previous request.

	
	FR (Fast Rewind)
	The server should respond to the FR request with FR'ed media data, where the response is sent after the termination of the previous request.

	Rate Adaptation
	The client can send feedback information to the server. 

· If the information triggers the rate adaptation, the adapted media data (e.g. media data with a new bit rate) should be sent in the response, where the response is sent after the termination of the previous request.
· If the information does not trigger any change on the streaming, the server also terminates the previous request and continues sending media data in the response for the feedback request.


As can be seen from the above analysis, there are the following limitations to transport within one connection:

· Persistent connection using pipeline should be used, i.e., HTTP 1.1 should be supported;

· The response (currently sending media data) to the previous request has to be terminated for the server to respond to the subsequent playback control or feedback request.
4.2
Approach 2: Transport with two connections
The playback control, content switching and rate adaption operations are listed in the following table. All the playback/feedback requests are sent on the TCP connection different from the one the server is currently sending media data.
	Seeking
	Including forward seeking and backward seeking, resulting streaming from the specific position. The server should respond to the seeking request. The server continues sending media data with streaming from the specific position in the same response on the same TCP connection which is currently sending media data.

	Content Switching
	The server should respond to the content switching request. The switched stream is sent in the same response on the same TCP connection which is currently sending media data.

	Trick Modes
	Start
	If there is no data being transported, the server responses the request with streaming data.

	
	Pause
	The server should respond to the Pause request.

The server stops sending media data and terminate the previous request.

	
	FF (Fast Forward)
	The server should respond to the FF request. The FF'ed media data is sent in the same response on the same TCP connection which is currently sending media data.

	
	FR (Fast Rewind)
	The server should respond to the FR request. The FR'ed media data is sent in the same response on the same TCP connection which is currently sending media data.

	Rate Adaptation
	The client can send feedback information to the server. 

· If the information triggers the rate adaptation, the server responses the feedback request, and the adapted media data (e.g. media data with a new bit rate) should be sent in the same response on the same TCP connection which is currently sending media data.
· If the information does not trigger any change on the streaming, the server responses the feedback request and continues sending media data in the same response on the same TCP connection which is currently sending media data.


As can be seen from the above analysis, there are the following limitations to transport with two connections:

· Two persistent connections are occupied. Then the server capacity (of allowing concurrent receivers) is lowered.  One persistent connection for media data and one non-persistent connection for playback/feedback can also be used. However, delay will be introduced for establishment of the non-persistent TCP connection, i.e. the client can not send the feedback to request rate adaptation until the TCP connection is available.
· Association between the two connections, e.g. using extension of session identifier or cookie mechanism, is required.
5
Other issues
Besides the rate adaptation triggered by feedback information discussed above, the rate adaptation can also be initiated by the server. For example, when the server detects network congestion, the server can choose to send media data with lower bit rate. For cases like this, the issues raised include:

· Whether notification of rate adaptation from the server side is required? In our understanding, this may be needed for adaptation of the bit rate of audio.
· If the notification is required, what is the solution to transport the notification within the scope of HTTP streaming? 
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