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3.2
Abbreviations

For the purposes of the present document, the abbreviations given in 3GPP TR 21.905 [3] and the following apply.

3GP
3GPP file format
AAC
Advanced Audio Coding

ADU
Application Data Unit

AVC
Advanced Video Coding

CC/PP
Composite Capability / Preference Profiles

DCT
Discrete Cosine Transform

DIMS
Dynamic and Interactive Multimedia Scenes

DLS
Downloadable Sounds

DRM
Digital Rights Management

Enhanced aacPlus
MPEG-4 High Efficiency AAC plus MPEG-4 Parametric Stereo

GIF
Graphics Interchange Format

HTML
Hyper Text Markup Language

ITU-T
International Telecommunications Union – Telecommunications

JFIF
JPEG File Interchange Format

MIDI
Musical Instrument Digital Interface

MIME
Multipurpose Internet Mail Extensions

MMS
Multimedia Messaging Service

NADU
Next Application Data Unit

PNG
Portable Networks Graphics

PSS
Packet-switched Streaming Service

QCIF
Quarter Common Intermediate Format

RDF
Resource Description Framework

RTCP
RTP Control Protocol

RTP
Real-time Transport Protocol

RTSP
Real-Time Streaming Protocol

SBR
Spectral Band Replication

SDP
Session Description Protocol

SMIL
Synchronised Multimedia Integration Language

SP-MIDI
Scalable Polyphony MIDI

SRTP
The Secure Real-time Transport Protocol

SVC
Scalable Video Coding

SVG
Scalable Vector Graphics

UAProf
User Agent Profile

UCS-2
Universal Character Set (the two octet form)

UTF-8
Unicode Transformation Format (the 8-bit form)

W3C
WWW Consortium

WML
Wireless Markup Language

XHTML
eXtensible Hyper Text Markup Language

XMF
eXtensible Music Format

XML
eXtensible Markup Language

* * * End of Change * * *

* * * Start of Change * * *

5.3.3.2
Additional SDP fields

The following additional media level SDP fields are defined for PSS:

- 
"a=X-predecbufsize:<size of the hypothetical pre-decoder buffer>"
If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation (see clause 10.2) is not in use, this gives the suggested size of the Annex G hypothetical pre-decoder buffer in bytes.

If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation is in use, this gives the suggested minimum size of a buffer (hereinafter called the pre-decoder buffer) that is used to smooth out transmit time variation (compared to flat-bitrate transmission scheduling) and video bitrate variation.


If the field is an attribute for an H.264 (AVC) stream, the H.264 (AVC) bitstream is constrained by the value of "CpbSize" equal to X-predecbufsize * 8 for NAL HRD parameters, as specified in [90]. For the VCL HRD parameters, the value of "CpbSize" is equal to X-predecbufsize * 40 / 6. The value of "X-predecbufsize" for H.264 (AVC) streams shall be smaller than or equal to 1200 * MaxCPB, in which the value of "MaxCPB" is derived according to the H.264 (AVC) profile and level of the stream, as specified in [90]. If "X-predecbufsize" is not present for an H.264 (AVC) stream, the value of "CpbSize" is calculated as specified in [90].

-
"a=X-initpredecbufperiod:<initial pre-decoder buffering period>" 
If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation is not in use, this gives the required initial pre-decoder buffering period specified according to Annex G. Values are interpreted as clock ticks of a 90-kHz clock. That is, the value is incremented by one for each 1/90 000 seconds. For example, value 180 000 corresponds to a two second initial pre-decoder buffering.

If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation is in use, this gives the suggested minimum greatest difference in RTP timestamps in the pre-decoder buffer after any de-interleaving has been applied. Note that X-initpredecbufperiod is expressed as clock ticks of a 90-kHz clock. Hence, conversion may be required if the RTP timestamp clock frequency is not 90 kHz.


If the field is an attribute for an H.264 (AVC) stream, the H.264 (AVC) bitstream is constrained by the value of the nominal removal time of the first access unit from the coded picture buffer (CPB), tr,n( 0 ), equal to "X-initpredecbufperiod" as specified in [90]. If "X-initpredecbufperiod" is not present for an H.264 (AVC) stream, tr,n( 0 ) shall be equal to the earliest time when the first access unit in decoding order has been completely received.

-
"a=X-initpostdecbufperiod:<initial post-decoder buffering period>"
If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation is not in use, this gives the required initial post-decoder buffering period specified according to Annex G. Values are interpreted as clock ticks of a 90-kHz clock.

If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation is in use, this gives the initial post-decoder buffering period assuming that the hypothetical decoding and post-decoder buffering model given in points 5 to 10 in Annex G clause G.3 would be followed. Note that the operation of the post-decoder buffer is logically independent from rate adaptation and is used to compensate non-instantaneous decoding of pictures.


If the field is an attribute for an H.264 (AVC) stream, the H.264 (AVC) bitstream is constrained by the value of dpb_output_delay for the first decoded picture in output order equal to "X-initpostdecbufperiod" as specified in [90] assuming that the clock tick variable, tc, is equal to 1 / 90 000. If "X-initpostdecbufperiod" is not present for an H.264 (AVC) stream, the value of dpb_output_delay for the first decoded picture in output order is inferred to be equal to 0.

-
"a=X-decbyterate:<peak decoding byte rate>" 
If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation is not in use, this gives the peak decoding byte rate that was used to verify the compatibility of the stream with Annex G. Values are given in bytes per second.


If the field is an attribute for an H.263 or MPEG-4 Visual stream and rate adaptation is in use, "X-decbyterate" has no meaning.

This field shall not be present for H.264 (AVC) streams.

-
"a=3gpp-videopostdecbufsize:<size of the video post-decoder buffer>"
This attribute may be present for H.264 (AVC) streams and it shall not be present for other types of streams. If the attribute is present, the H.264 (AVC) bitstream is constrained by the value of "max_dec_frame_buffering" equal to Min( 16, Floor( 3gpp-videopostdecbufsize / ( PicWidthInMbs  * FrameHeightInMbs * 256 * ChromaFormatFactor ) ) ) as specified in [90]. If "3gpp-videopostdecbufsize" is not present for an H.264 (AVC) stream, the value of "max_dec_frame_buffering" is inferred as specified in [90].

[Ed. Note (YkW): Extend the following SDP parameters for SVC with similar semantics but each parameter can contain multiple values for multiple SVC operation points:
-
"a=X-predecbufsize:<value#0>,<value#1>,…,<value#n>"
-
"a=X-initpredecbufperiod:<value#0>,<value#1>,…,<value#n>"
-
"a=X-initpostdecbufperiod:<value#0>,<value#1>,…,<value#n>"

-
"a=3gpp-videopostdecbufsize:<value#0>,<value#1>,…,<value#n>"
]
If none of the attributes "a=X-predecbufsize:", "a=X-initpredecbufperiod:", "a=X-initpostdecbufperiod:", and "a=x-decbyterate:" is present for an H.263 or MPEG-4 Visual stream, clients should not expect a packet stream according to Annex G. If at least one of the listed attributes is present for an H.263 or MPEG-4 Visual stream, and if the client does not choose the usage of bit-rate adaptation via RTSP as described in clause 5.3.2.2, the transmitted video packet stream shall conform to Annex G. If at least one of the listed attributes is present for an H.263 or MPEG-4 Visual stream, but some of the listed attributes are missing in an SDP description, clients should expect a default value for the missing attributes according to Annex G.

If the interleaved packetization mode of H.264 (AVC) is in use, attributes "a=X-predecbufsize:", "a=X-initpredecbufperiod:", "a=X-initpostdecbufperiod:", and "a=3gpp-videopostdecbufsize:" apply to an H.264 (AVC) bitstream when de-interleaving of the stream from transmission order to decoding order has been done.

The following media level SDP field is defined for PSS:

- 
"a=framesize:<payload type number> <width>-<height>"
This gives the largest video frame size of H.263 streams.

The frame size field in SDP is needed by the client in order to properly allocate frame buffer memory.  For MPEG-4 Visual streams, the frame size shall be extracted from the "config" information in the SDP. For H.264 (AVC) streams, the frame size shall be extracted from the sprop-parameters-sets information in the SDP. For H.263 streams, a PSS server shall include the "a=framesize" field at the media level for each stream in SDP, and a PSS client should interpret this field, if present. Clients should be ready to receive SDP descriptions without this attribute.

If this attribute is present, the frame size parameters shall exactly match the largest frame size defined in the video stream. The width and height values shall be expressed in pixels.

If integrity protection is supported, the following SDP attributes shall be supported by the client and server:

-
"a=3GPP-Integrity-Key" according to annex K;

-
"a=3GPP-SRTP-Config" according to Annex K;

-
"a=3GPP-SDP-Auth" according to Annex K.

If RTP retransmission is supported, the following SDP attribute shall be supported by the client and server:

-
"a=rtcp-fb" according to clause 4.2 in [57].

* * * End of Change * * *

* * * Start of Change * * *

6.2.4
RTP payload formats

For RTP/UDP/IP transport of continuous media the following RTP payload formats shall be used:

-
AMR narrow-band speech codec (see clause 7.2) RTP payload format according to [11]. A PSS client is not required to support multi-channel sessions;

-
AMR wideband speech codec (see clause 7.2) RTP payload format according to [11]. A PSS client is not required to support multi-channel sessions;

· Extended AMR-WB codec (see clause 7.3) RTP payload format according to [85];

· Enhanced aacPlus and MPEG-4 AAC codec (see clause 7.3) RTP payload format according to [13]; the size of audioMuxElements shall be limited to the maximum size of one audio frame, which is 6144 bits per AAC channel; moreover multiplexing of multiple audio frames into one audioMuxElement should be avoided if this would lead to  fragmentation across RTP packets;

-
MPEG-4 video codec (see clause 7.4) RTP payload format according to RFC 3016 [13];

-
H.263 video codec (see clause 7.4) RTP payload format according to RFC 4629 [14];

-
H.264 (AVC) video codec (see clause 7.4) RTP payload format according to [92] and [99]. Support of multi-session transmission, as defined in [99], is not required. The following applies to single-session transmission. A PSS client is required to support all three packetization modes: single NAL unit mode, non-interleaved mode and interleaved mode. For the interleaved packetization mode, a PSS client shall support streams for which the value of the "sprop-deint-buf-req" MIME parameter is less than or equal to MaxCPB * 1000 / 8, inclusive, in which "MaxCPB" is the value for VCL parameters of the H.264 (AVC) profile and level in use, as specified in [90]. Parameter sets shall not be transmitted within the RTP payload, i.e., all parameter sets required for a session must be provided in the SDP;

-
3GPP timed text format (see clause 7.9) RTP payload format according to [80];

-
DIMS (see subclause 8.3) RTP payload format according to [98];

-
DRM encrypted RTP payload format according to clause K.1 in Annex K;

-
RTP retransmission payload format according to [81].

NOTE:
The payload format RFC 3016 for enhanced aacPlus and MPEG-4 AAC specify that the audio streams shall be formatted by the LATM (Low-overhead MPEG-4 Audio Transport Multiplex) tool [21]. It should be noted that the references for the LATM format in the RFC 3016 [13] point to an older version of the LATM format than included in [21]. In [21] a corrigendum to the LATM tool is included. This corrigendum includes changes to the LATM format making implementations using the corrigendum incompatible with implementations not using it. To avoid future interoperability problems, implementations of PSS client and servers supporting enhanced aacPlus and/or AAC shall follow the changes to the LATM format included in [21]. It should be noted further that the enhanced aacPlus signalling mode “backwards compatible explicit signalling” (as defined in [21]) can not be used with LATM.

* * * End of Change * * *

* * * Start of Change * * *

7.4
Video

If a PSS client supports video, ITU-T Recommendation H.263 profile 0 level 45 decoder [22] shall be supported. In addition, a PSS client should support:

-
H.263 Profile 3 Level 45 decoder [22];

-
MPEG-4 Visual Simple Profile Level 3 decoder [24] with the following constraints:

· Number of Visual Objects supported shall be limited to 1.

· The maximum frame rate shall be 30 frames per second;

· The maximum f_code shall be 2;

· The intra_dc_vlc_threshold shall be 0;

· The maximum horizontal luminance pixel resolution shall be 352 pels/line;

· The maximum vertical luminance pixel resolution shall be 288 pels/VOP;

· If AC prediction is used, the following restriction applies: QP value shall not be changed within a VOP (or within a video packet if video packets are used in a VOP). If AC prediction is not used, there are no restrictions to changing QP value;

-
H.264 (AVC) Baseline Profile Level 1.2 decoder [90] with constraint_set1_flag=1 and without requirements on output timing conformance (Annex C of [90]).
-
H.264 (AVC) Scalable Baseline Profile Level 3.0 decoder [90] without requirements on output timing conformance (Annex C of [90]).
[Ed. Note (YkW): 
- The restriction of constraint_set1_flag=1 is already there for the base layer.
- Should constraint_set1_flag=1 be applied for enhancement layers?
- Level for H.263 and MPEG-4 Visual can be kept as they are, as future PSS implementations will most likely just use H.264 (AVC), while H.263 must be supported for conformance to this spec and backward compatibility to earlier releases.]
The video buffer model given in Annex G of the present document should be supported if H.263 or MPEG-4 Visual is supported. It shall not be used with H.264 (AVC).

The H.264 (AVC) decoder in a PSS client shall start decoding immediately when it receives data (even if the stream does not start with an IDR access unit), or alternatively no later than it receives the next IDR access unit or the next recovery point SEI message, whichever is earlier in decoding order. Note that for H.264 (AVC) Scalable Baseline Profile bitstreams, the classification of an access unit as IDR access unit depends on the maximum present value of dependency_id. An H.264 (AVC) Scalable Baseline Profile bitstream starting with an IDR access unit may or may not be a conforming bitstream, which must start with an access unit that is an IDR access unit for all dependency_id values. Regardless of the starting point, the decoding process for a stream shall be the same as for a valid H.264 (AVC) bitstream. However, the client shall be aware that such a stream may contain references to pictures not available in the decoded picture buffer. The display behaviour of the client is out of scope of this specification.

A PSS client supporting H.264 (AVC) should ignore any VUI HRD parameters, base layer temporal HRD SEI message, buffering period SEI message, and picture timing SEI message in H.264 (AVC) streams or conveyed in the "sprop-parameter-sets" MIME/SDP parameter. Instead, a PSS client supporting H.264 (AVC) shall follow buffering parameters conveyed in SDP, as specified in clause 5.3.3.2, and in RTSP, as specified in clause 5.3.2.4. A PSS client supporting H.264 (AVC) shall also use the RTP timestamp or NALU-time (as specified in [92] or [99]) of a picture as its presentation time, and, when the interleaved RTP packetization mode is in use, follow the "sprop-interleaving-depth", "sprop-deint-buf-req", "sprop-init-buf-time", and "sprop-max-don-diff" MIME/SDP parameters for the de-interleaving process. However, if VUI HRD parameters, base layer temporal HRD SEI message, buffering period SEI messages, and picture timing SEI messages are present in the bitstream, their contents shall not contradict any of the parameters mentioned in the previous sentence.

NOTE:
ITU-T Recommendation H.263 profile 0 has been mandated to ensure that video-enabled PSS supports a minimum baseline video capability. Both H.263 and MPEG-4 Visual decoders can decode an H.263 profile 0 bitstream. It is strongly recommended, though, that an H.263 profile 0 bitstream is transported and stored as H.263 and not as MPEG-4 Visual (short header), as MPEG-4 Visual is not mandated by PSS.

* * * End of Change * * *
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