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1 Introduction

The so-called ‘pass-through mode’ for IVAS has been extensively discussed in SA4#105 and the interim telco on IVAS (for pass-through) held on Sept. 27, 2019.

In the present contribution, we revisit the initial motivation for pass-through and discuss the relevance of this operation to enable audio scene manipulation (especially object manipulation) at the receiving side. 

2 On the definition of pass-through mode

The concept of pass-through mode has been introduced by the source in [1], with the purpose to spell out input/output format combinations and avoid fully decoupling input/output formats for IVAS. This initial concept has been extended/re-interpreted by some parties and it was also challenged by other parties.
The initial idea was that the ‘output format structure is identical to the input format’. After extensive discussions over several meeting cycles, it appears that this basic idea may not be trivial and it may be ill-defined. Diverging views were expressed on the definition of pass-through, and the following aspects illustrate the potential ambiguities that still remain with the basic concept of pass-through operation:
· For object-based audio: the handling of metadata for object-based audio in the "pass-through mode" was seen as TBD from the beginning [1]. The reason for this limitation is that metadata for audio objects was not yet defined, and it can be anticipated that preservation of all input metadata fields may not always be possible. If some metadata fields are missing, it is unclear if the object format can be still seen as ‘preserved’.
· For scene-based audio: it can be debated whether an HOA content of a given order (e.g. 3rd order) reduced to a lower order (e.g. mono or FOA) may still be viewed as pass-through. The initial proposal in [1] anticipated that an HOA input would be kept as an HOA output.
· For channel-based: pass-through mode was meant [1] to avoid drastic format transformation (e.g. from a channel-based audio input to an object-based audio output) in non-rendered cases. One can wonder if downmixing (e.g. from 7.1 input to 2.0 output) should still be seen as pass-through.

It should be acknowledged that the pass-through mode (as initially proposed) is partially covered in IVAS-4 [2]. The definition of direct headphone presentation is equivalent to pass-through operation for binaural audio.
[bookmark: _GoBack]Requirements on input/output format combinations, where 2.0, 5.1 or 7.1 input and output match each other, are - strictly speaking - not an example of pass-through operation due to the ambiguities on channel-based audio discussed above.
3 Pass-through as a possible solution to object manipulation

Some contributions have proposed a ‘pass-through’ mode with the idea to preserve the audio format so that audio scene manipulation can be performed at the receiving side, by preserving the type of format and controlling individually the presentation of audio elements (e.g. objects). To deal with potential limitations due to low bit rates, it was also suggested to require support for some specific metadata for objects, such as priorities, input type (e.g. voice signal). This level of details tends to indicate that pass-through has been re-interpreted into a detailed solution, assuming a way to negotiate IVAS at SDP level with a specific bitstream structure or predetermined coding steps.
It is worth taking a step back and discussing the actual problem to be solved. We review below several alternatives to address this problem.
3.1 Alternative A

The interpretation of pass-through that is meant to be used for audio scene manipulation may assume a system as shown in Fig. 1. The audio scene, irrespective of its complexity, is transported in a single stream. A ‘format preservation’ indication is either defined at SDP level or in the bitstream. Since different ‘audio elements’ need to be de-multiplexed, this also assumes a certain Table of Content (TOC) or signaling structure to be reserved in the RTP payload / bitstream. In Fig. 1, the decoder and renderer are shown as separate functional blocks, however they could typically be integrated in the same block.
Pros:
· Scalable approach independent of the content complexity (number of objects, etc.)
· Single payload type negotiated
Cons:
· Potentially no control of individual ‘audio elements’ (e.g. bit rate, audio bandwidth, DTX,…)

[image: ]
Figure 1: Alternative A.
3.2 Alternative B

A system-level alternative to allow for audio scene manipulation of individual ‘audio elements’ is to transport them separately, as shown in Fig. 2. Multiple decoder instances are instantiated. Note that the decoding block in Figure 1 would perform the same functionality of parallel decoding (after demultiplexing based on the TOC information), however it is depicted as a single block. In practice, key differences between Alternatives A and B are the transport method (single RTP stream with TOC or split RTP streams) and the level of control on ‘audio elements’. 
Pros:
· Negotiation of each individual element (e.g. bit rate, audio bandwidth, DTX, …)
Cons:
· Multiple IVAS payload types negotiated with duplicated protocol headers
· Multiple JBM / decoder instances (connected to a single renderer instance)
· Some minimum resources (e.g. SID update) may be used for inactive streams

[image: ]
Figure 2: Alternative B.

3.3 Alternative C

An hybrid approach would consist in multiplexing RTP streams in a single stream. 
[image: ]
Figure 3: Alternative C.


4 Discussion

The functionality of audio scene manipulation may be enabled by (at least) the alternatives described in Section 3. It is not obvious that one of these alternatives should be mandated. It is also not clear whether specific requirements (e.g. priorities, type of signal) are strongly supported by service requirements.

5 Conclusion

Based on the previous discussion, it appears that different alternatives may be considered to provide the audio scene manipulation functionality. It seems difficult to mandate a specific solution upfront.
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