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Introduction
During SA4#127-bis-e several scenarios for the Beyond 2D study have been proposed. We observe that all of the scenarios are quite complex and attempt to address very specific deployment scenarios. Based on document S4-240831, this document provides a basic way to simplify the scenarios towards a proper evaluation framework.
Basic Idea behind a scenario
Scenarios are considered to be aligned with what is defined in TR 26.955. A couple of properties for a scenario are as follows.
A scenario relates to a 5G-based services and application, including video formats (resolution, frame rates, colour space, etc.), encoding and decoding requirements, packaging and delivery requirements as well as how the content is made available in a 3GPP system. As an example, TR 26.955 defines 6 scenarios:
· Full HD Streaming
· 4K-TV
· Screen Content
· Messaging and Social Sharing
· Online Gaming
· 8K TV (this was not completed as considered to complex to handle in Rel-17).

The scenarios are defined by the following main parameters:
· Typical source formats
· Encoding and decoding constraints
· Complexity
· Latency
· Functionality
· Evaluation and Performance metrics
· Interoperability considerations
· Mapping to 3GPP service
· Required interop, e.g. CMAF packaging, file format track, RTP
· Definition of representative reference sequences describing the scenario and having attached the source format parameters.
Beyond 2D Framework
The basic Beyond 2D framework is shown in the below figure. Somewhere in a 3GPP network a beyond 2D format is made available and packaged for delivery. Of key interest for the characterization is the delivery of the B2D format such that a variety of devices can unpack an decode the format, and provide an experience beyond 2D on different type devices. The exact rendering of the formats is left to implementation. However, harmonized and common formats are available. 
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Some of the basic expected criteria to be met are
· The B2D delivery streams/formats can be unpacked and decoded on market-relevant UEs
· The B2D formats can provide a B2D experience on market-relevant UEs
· The B2D delivery streams/formats can be delivered via a 5G network in the upload and/or download.
· As a benefit, as not all devices supported B2D streams/formats, the B2D B2D streams/formats can be decoded and processed by legacy 2D receivers presenting only a single view.

Based on the introduction above, the following questions require more details
· What are B2D source formats of market relevance?
· What beyond 2D experiences can be created on market-relevant devices with B2D formats?
· What is a formalized description of the B2D formats?
· Do we have example sequences for such B2D formats?
· How can we encode and package the source formats?
· What are encoding restrictions to be considered in the evaluation?
· What are the resulting bitrates?
· What are suitable technologies for compression? Multiple HEVC streams, SbS/TaB, MV-HEVC, MIV?
· What are the packaging options and requirements?
· What are good metrics to compare the different technologies?
· Do we have to consider any “backward-compatibility” aspects?
Considered Scenarios
Messaging (aligned with consideration in TR 26.955, Scenario 4) 
· Real-time encoding on market-relevant device is possible
· Latency constraints relaxed
· Uploading of the formats through 5G network is possible
· Media can be packaged into a messaging format
· Expected requirements from above

Streaming (aligned with consideration in TR 26.955, Scenario 1 and 2)
· Cloud encoding, possibly offline
· Latency constraints relaxed
· Media can be packaged into a streaming formats
· Random Access and switching bitrates is needed (IDR frames/RAP)
· Content can originate from different sources
· Well defined source formats that can be described in manifests

Communication (No matching scenario on TR 26.955)
· Typically content is some communication scenario.
· Real-time encoding on market-relevant device is possible
· Latency constraints stringent
· Uplink sufficient over 5G network
· Media can be packaged into a communication formats
· Expected requirements from above

Online Gaming/Split Rendering (aligned with consideration in TR 26.955, Scenario 5)
· Content generated in game engines
· encoding in cloud/edge servers 
· Latency constraints very stringent
· Media can be packaged into a Split Rendering formats
· Expected requirements from above

From Scenario to Evaluation and Characterization
5.1	Background
Based on the above discussion, an evaluation of the scenario requires the definition of a evaluation and characterization framework, aligned with the framework in TR 26.955. An evaluation framework allows to identify at least the following aspects for a technology under evaluation:
1) One or multiple meaningful quality metrics of the technology under evaluation different configurations to determine adequate quality thresholds under typical application constraints. The evaluation configuration needs to take into account restrictions in terms of encoding complexity, latency, and/or other functional requirements, such as random access.
2) The network requirements to delivery such content, primarily the resulting required bitrates.
3) The packaging requirements in order to deliver the data in interoperable manner.

Once such an evaluation framework is in place, the framework may also be used for
1) To determine the quality/network parameters for existing 3GPP technologies – referred to as anchors
2) To determine the quality/network parameters for new technologies - referred to as technologies under test
3) Typically, for each of the above not a single configuration is tested, but a tuple (for example to obtain quality rate curves)
4) To compare anchors with technologies under test using the results of the tuples.

The evaluation framework is documented in the figure below and follows the principles as defined in TR 26.955.
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Based on all of the results for anchors and tests, technologies may be compared in a characterization framework as shown below
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5.2	Evaluation Framework got B2D Delivery
A specific evalation framework for the B2D delivery is presented in the following. Representative Reference sequences are collected and stored in a well defined B2D format. For a video encoder, the a configuration is provided that matches the application constraints. The resulting video streams are “pseudo”-packaged in order to determine the file size/bitrate. The data is then unpackaged, and a B2D video decoder is used to reconstruct data in the B2D format again. The data is stored. The original sequence and the recovered sequence are used determine metrics. The sequences may also be inspected subjectively. 
[image: ]
5.3	Codec Technologies
The following candidate technologies are considered
· Multiple HEVC Streams + depth
· SbS and TaB formats + depth
· Multiple MV-HEVC + depth 
· MIV
5.4	Reference Sequences
For each scenario, representative reference sequences need to be defined.

Proposed annotation
· Follow TR 26.955
· Schema: https://dash-large-files.akamaized.net/WAVE/3GPP/5GVideo/ReferenceSequences/raw-schema.json
· Example: https://dash-large-files.akamaized.net/WAVE/3GPP/5GVideo/ReferenceSequences/TextMixTransitions-FullHD-10bit/TextMixTransitions-FullHD-10bit.json
· Extensions needed in json
· YUV of left and right eye
· Pre-view: Packaged Left & Right Eye & Depth
· Thumbnail: Packaged Left & Right Eye & Depth
· Depth sequence
· Additional Metadata
Proposed storage location:
· https://dash-large-files.akamaized.net/WAVE/3GPP/Beyond2D/ReferenceSequences/

5.5	Metrics
In general, the metrics used in TR 26.955 can be re-used, weighting two different views.
Other metrics that may be considered:
· IV-PSNR: https://gitlab.com/mpeg-i-visual/ivpsnr and here: https://ieeexplore.ieee.org/document/9785987
· Others?
5.6	Encoding Constraints
See TR 26.955 as a starting point.
Market Relevance considerations
For formats produced on devices:
· Are there market-relevant devices that can capture and produce such content?
· Can we capture test sequences with existing devices?

For formats produced professionally:
· Do well-defined contribution formats exists?
· Do well-defined reference and test sequences exist?
Proposal
Based on the discussion it is proposed to:
· Consider the simplified approach
· Start with messaging scenario
· Collect information related to test sequences, metrics and so on
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