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	1st Change


[bookmark: _Toc130832420][bookmark: _Toc132137244][bookmark: _Toc134709893][bookmark: _Toc143790655]6.2	Metadata formats
[bookmark: _Toc130832421][bookmark: _Toc132137245][bookmark: _Toc134709894][bookmark: _Toc143790656]6.2.1	General
TBD

[bookmark: _Toc130832422][bookmark: _Toc132137246][bookmark: _Toc134709895][bookmark: _Toc143790657]6.2.2	Pose prediction format
The split rendering client on the XR device may periodically transmit a set of pose predictions to the split rendering server. The type of the message shall be set to “urn:3gpp:split-rendering:v1:pose”.
Each predicted pose shall contain the associated predicted display time and an identifier of the XR space that was used for that pose. 
Depending on the view configuration of the XR session, there could be different pose information for each view. 
The payload of the message shall be as follows:
Table 5.1.2-1 - Pose Prediction Format
	Name
	Type
	Cardinality
	Description

	poseInfo
	Object
	1..n
	An array of pose information objects, each corresponding to a target display time and XR space. 

	  displayTime
	number
	1..1
	The time for which the current view poses are predicted.

	  xrSpace
	number
	0..1
	An identifier for the XR space in which the view poses are expressed. The set of XR spaces are agreed on between the split rendering client and the split rendering server at the setup of the split rendering session.

	  estimatedAtTime (ref. T1)
	number
	0..1
	The time when the viewer pose prediction is made. It corresponds to the time when the predicted viewer pose is collected from the XR runtime.

	  viewPoses
	Object
	0..n
	An array that provides a list of the poses associated with every view. The number of views is determined during the split rendering session setup between the split rendering client and server, depending on the view configuration of the XR session.

	     pose
	Object
	1..1
	An object that carries the pose information for a particular view.

	        orientation
	Object
	1..1
	Represents the orientation of the view pose as a quaternion based on the reference XR space.

	             x
	number
	1..1
	Provides the x coordinate of the quaternion.

	             y
	number
	1..1
	Provides the y coordinate of the quaternion.

	             z
	number
	1..1
	Provides the z coordinate of the quaternion.

	             w
	number
	1..1
	Provides the w coordinate of the quaternion.

	        position
	Object
	1..1
	Represents the location in 3D space of the pose based on the reference XR space.

	             x
	number
	1..1
	Provides the x coordinate of the position vector.

	             y
	number
	1..1
	Provides the y coordinate of the position vector.

	             z
	number
	1..1
	Provides the z coordinate of the position vector.

	     fov
	Object
	1..1
	Indicates the four sides of the field of view used for the projection of the corresponding XR view.

	        angleLeft
	number
	1..1
	The angle of the left side of the field of view. For a symmetric field of view this value is negative.

	        angleRight
	number
	1..1
	The angle of the right side of the field of view.

	        angleUp
	number
	1..1
	The angle of the top part of the field of view.

	        angleDown
	number
	1..1
	The angle of the bottom part of the field of view. For a symmetric field of view this value is negative.







	END of 1st Change



	2nd Change



[bookmark: _Toc143790669]9	QoE metrics
[Editor’s note: related WID objectives
Identify which QoE metrics from VR QoE metrics can be reused or enhanced for AR media (e.g., resolution per eye, Field of view (FOV), round-trip interaction delay, etc.) and define relevant KPIs that are dedicated to AR/MR
Specify additional relevant KPIs and simple QoE Metrics for AR media]
[bookmark: _Toc143790670]9.1	Metrics and Observation Points
[bookmark: _Toc143790671]9.1.1	Overview
The Observation Points (OPs) are defined to support the definition of the corresponding metrics. This specification defines four observation points as shown in Figure 9.1.1-1. The metrics collection function, as part of the Media Session Handler, is responsible of collecting specific information observed at each OP in order to generate the metrics. This function has also access to the 5G System such that the metrics can be reported to an external entity.  
[image: ]
Figure 9.1.1-1 - Observation Points in the XR Baseline Client

[bookmark: _Toc143790672]9.1.2	Observation Point 1: XR Runtime information
Observation point 1 (OP-1) is derived from the XR Runtime API. The OP-1 observes information exchanged between the XR Runtime on one side and the XR Source Management, the Presentation Engine and the application on the other side, i.e. on IF-1.
On observation point 1, the following observed information is defined:
[Editor’s note: define the observed information that is later used in the metrics definition]

-	XR runtime clock
-	Actual presentation/display time
-	Actual playout frame rate
-	Viewer pose prediction and pose prediction parameters
-	Projection parameters
-	Tracking pose prediction parameters
-	user input actions and the time when the action is made
-	Rendering loop status
-	Camera information

[bookmark: _Toc143790673]9.1.3	Observation Point 2
Observation point 2 (OP-2) observes information at the input of the Scene Manager, i.e. on IF-9 for data received from the Media Access Function and the IF-10 for information exchanged between the Scene Manager and the application.
On observation point 2, the following observed information is defined:
[Editor’s note: define the observed information that is later used in the metrics definition]

-	Media resolution
-	Media codec
-	Media frame rate
-	Media decoding time
-	Scene manager state 
-	Presentation Engine state

[bookmark: _Toc143790674]9.1.4	Observation Point 3
Observation point 3 (OP-3) is derived from the API which exchanges information between the XR Source Management and the Media Access Functions. It corresponds to the IF-3 interface.
On observation point 3, the following observed information is defined:
[Editor’s note: define the observed information that is later used in the metrics definition]
[bookmark: _Toc143790675]9.1.5	Observation Point 4
Observation point 4 (OP-4) observes information between the Media Access Function and the 5G System, i.e. on IF-4 interface.
On observation point , the following observed information is defined:
[Editor’s note: define the observed information that is later used in the metrics definition]

-	The media type
-	For each received rendered frame:
-	the predicted pose,
-	the predicted display time,
-	split rendering server times,
-	the reception time.
-	Pose predictions and user input actions transmitted to the split-rendering server.


	END of 2nd Change



	3rd Change




9.2	Metrics Definitions
[bookmark: _Toc36232210][bookmark: _Toc73529633][bookmark: _Toc73530972][bookmark: _Toc74859441][bookmark: _Toc74907378][bookmark: _Toc75611380]9.2.1	Latency metrics
To enable good XR experiences, it is relevant to monitor latencies such as the motion-to-photon and the pose-to-render-to-photon.
Beyond the sense of presence and immersiveness, the age of the content and user interaction delay are of the uttermost importance for immersive and non-immersive interactive experiences, i.e. experiences for which the user interaction with the scene impacts the content of scene (such as online gaming).
Table 9.2.1-X1 provides time information that may be gathered to compute the latency metrics. The observation points to collect the time information are indicated per device type.
For the device type 1 with the split rendering, the time information collected on OP-4 are defined in TS26.556.

Table 9.2.1-X1: Time information for latency metrics
	Observation Point
per device type
	Time information
	Definition

	Device type 1, 2, 3, 4: OP-1
	estimatedAtTime
(ref. T1)
	The time, in units of milliseconds, when the viewer pose prediction is made. It corresponds to the time when the predicted viewer pose is collected using the XR runtime API-1 by the application or the XR Source Manager.

	Device type 1, 2, 3, 4: OP-1
	lastChangeTime
	The time, in units of milliseconds, when the user action is made. It corresponds to the lastChangeTime field defined in the action format in Table 5.1.3-1.

	Device type 1: OP-4
Device type 2, 3, 4: OP-2
	sceneUpdateTime
(ref. T6)
	The time, in units of milliseconds, when the Scene Manager starts to update the 3D scene graph according to the viewer pose and the user actions.

	Device type 1: OP-4
Device type 2, 3, 4: OP-1
	startToRenderAtTime
(ref. T3)
	The time, in units of milliseconds, when the renderer starts to render the scene according to the viewer pose.

	Device type 1, 2, 3, 4: OP-1
	actualDisplayTime
(ref. T2.actual)
	The actual display time, in units of milliseconds, of the rendered frame in the swapchain. The estimation of the actual display time is available through the XR runtime.

	Device type 1: OP-4
	sendingAtTime
(ref. T1’)
	The time, in units of milliseconds, when the split rendering metadata message is transmitted from the split rendering client to the split rendering server.

	Device type 1: OP-4
	serverTransmitTime (ref. T5)
	The time, in units of milliseconds, when the encoded rendered frame is transmitted from the split rendering server to the split rendering client.

	Device type 1, 2, 3, 4: OP-4
	receptionTime
	The time, in units of milliseconds, when the data is received by the device.



The latency metrics are specified in Table 9.2.1-X2. The formula to compute the latencies are defined using the collected time information.
Table 9.2.1-X2: Latency metrics
	Key
	Type
	Description

	latency
	List
	List of latencies

	
	Entry
	Object
	

	
	
	poseToRenderToPhoton
	Integer
	The time duration, in units of milliseconds, between the time to provide the pose information from the XR runtime to the renderer (the renderer uses this pose to generate the rendered frame) and the display time of the rendered frame.
It can be computed as follows:
actualDisplayTime – estimatedAtTime

	
	
	renderToPhoton
	Integer
	The time duration, in units of milliseconds, between the start of the rendering by the Presentation Engine and the display time of the rendered frame.
It can be computed as follows:
actualDisplayTime – startToRenderAtTime

	
	
	roundtripInteractionDelay
	Integer
	The time duration, in units of milliseconds, between the time a user action is initiated and the time the action is presented to the user.
It can be computed as follows:
actualDisplayTime – lastChangeTime

	
	
	userInteractionDelay
	Integer
	The time duration, in units of milliseconds, between the time a user action is initiated and the time the action is taken into account by the content creation engine in the scene manager.
It can be computed as follows:
sceneUpdateTime – lastChangeTime

	
	
	ageOfContent
	Integer
	The time duration, in units of milliseconds, between the time the content is created in the scene by the Scene Manager and the time it is presented to the user.
It can be computed as follows:
actualDisplayTime – sceneUpdateTime

	
	
	sceneUpdateDelay
	Integer
	The time duration, in units of milliseconds, spent by the Scene Manager to update the scene graph.
It can be computed as follows:
startToRenderAtTime – sceneUpdateTime

	
	
	metadataDelay
	Integer
	The time duration, in units of milliseconds, between the time the split rendering metadata message is sent from the split rendering client and the time the split rendering server start to render using that metadata.
It can be computed as follows:
startToRenderAtTime – sendingAtTime

	
	
	dataFrameDelay
	Integer
	The time duration, in units of milliseconds, spent to transmit the media rendered frame from the split rendering server to the split rendering client.
It can be computed as follows:
receptionTime – serverTransmitTime





	END of 3rd Change
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