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1	Introduction	
At the 3GPP meeting #124, the version of 8.0 of the MeCAR Permanent document was published. As part of the agreed updates, the clause 6.8.1 Support of RGBD content was updated to include information related to the handling of depth information in the MPEG-I Immersive Video standard.
This contribution proposes further updates to complete the overall clause 6.8.1 Support of RGBD content namely :
· Input to empty section 6.8.1.4 Processing of RGBD content on both MIV and MPEG-C part 3
· Input to section 6.8.1.6 Storage of RGBD content on both MIV and MPEG-C part 3


3	Pseudo Change Requests

CHANGE #1
6.8.1.4	Processing of depth data in RGBD content
tbd
6.8.1.4.1	Processing described in MIV
The Annex H in the MPEG-I MIV standard provides informative hypothetical transcoding and rendering processes. An application can combine multiple processes. 
· The sample 3D reconstruction process (in clause H.2 of Annex H) specifies how to reconstruct an atlas sample to a 3D point in space. 
· The entity-filtering process (in clause H.3 in Annex H) specifies how to filter a block to patch map by entity ID prior to transcoding or rendering, for instance to render only the foreground objects in a scene.
· The geometry video scaling process (in clause H.5 in Annex H) specifies how to upscale a geometry frame with preservation of thin foreground edges.
· The pruned view reconstruction process (in clause H.6 in Annex H) specifies how to reconstruct a pruned view from multiple atlases. 
· The sample weighting recovery process (in clause H.7 in Annex H) specifies how to use a pruning graph to recover a view blending weight for a sample within a pruned view. 
· The MPI reconstruction process (in clause H.9 in Annex H) specifies how to reconstruct a multi-plane image (MPI), from a decoded volumetric frame with ptc_restricted_geometry_flag equal to 1.
Regarding the depth data, MPEG-I MIV supports unprojection functions, i.e. retrieving the spatial position of a point in the scene from the depth-coded value, for perspective, ERP and orthogonal projections.
For instance for the perspective projection:
sampleX = sampleR
	sampleY = – ( sampleR / ViewPerspectiveFocalHor[ viewIdx ] ) *
		( u0 + u + 0.5 – ViewPerspectivePrincipalPointHor[ viewIdx ] )
	sampleZ = – ( sampleR / ViewPerspectiveFocalVer[ viewIdx ] ) *
				( v0 + v + 0.5 – ViewPerspectivePrincipalPointVer[ viewIdx ] )
NOTE	Please see 6.8.1.6.3	Current State in MPEG-I Immersive Video for the definition of the variable sampleR.

6.8.1.4.2	Processing described in MPEG-C part 3
In processing RGBD content for AR applications, especially in the context of split-rendering, typically the depth values are used to produce stereoscopic views or reconstructing volumetric information for the AR experience - i.e. the depth it is not displayed and any processing of the depth aims to prepare it to be used for processing the video.
RGBD is consumed uncompressed, typically with 8bit for representing the Depth value. Common processing includes calculating the planes (e.g. kfar and nfar in 6.8.1.6.1), correcting the projection, calculating parallax etc. We put here as an example the screen parallax calculation as in the informative annex of ISO/IEC 23002-3.
Given a picture I and a depth map z at the receiver side, a new picture can be created by shifting the viewpoint. The resulting sample position shift on the display is called “screen parallax”. This allows generating different images for the left and right eye of the viewer, giving the impression of a 3D scene with a depth effect.
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Description automatically generated]
The figure above illustrates the geometry on a horizontal plane. The origin of the coordinate system is taken at the display. The problem can be seen as the x-axis being a frosted glass and how the object is mapped onto the frosted glass as seen from the 2 different viewpoints. 
The z-coordinate points towards the viewer. The central image is assumed to be viewed by the left-eye which is located at (0,D). A right-eye image can now be created by selecting a new viewpoint at location (xB,D). Figure shows that the same object point (, ) is shifted to the right on the display. This effect is called screen parallax. 
Let   denote the coordinate of the left-eye view and let  denote the coordinate of the right-eye view for that object on the display. Using equal triangles, the following equation applies:


And

From the previous: 

So the parallax  is given by:


Equation (A-4) indicates that, in its exact formulation, parallax is a non-linear function of the z-coordinate.


CHANGE #2
6.8.1.6	Storage of RGBD content in ISOBMFF
6.8.1.6.1	General
In terms of depth coding, there are two approaches documented in this clause that are:
· Coding of depth value(e.g. in MPEG-C part 3 and other RGBD format, see 6.8.1.6.2)
· Coding of the inverse of the depth value (e.g. in MPEG-I MIV, see 6.8.1.6.3)
6.8.1.6.21	Current State in ISOBMFF
Currently ISO Base Media File Format (ISOBMFF) supports accompanying video with depth via auxiliary tracks – with  reference_type  as ’auxl’ or ‘vdep’ (or both). This allows to signal a texture video track along with a depth map video track. However, further metadata is needed to be able to interpret the depth map pixels. To this end, ISO/IEC 23002-3 “Representation of auxiliary video and supplemental information” defines such metadata, e.g. stride, near/far plane, to be carried as item of type ‘auvd’ in the auxiliary video metadata of ISOBMFF spec. These two specifications combined merely provide a partial solution for a RGBD storage and would require further specification in order to ensure interoperability for the applications targeted in MeCAR, e.g. split rendering.
For calculating the near and far planes the depth parameters nkfar and nknear are used, having the following syntax:
	depth_params( ) {
	Descriptor

	    nkfar
	u(8)

	    nknear
	u(8)

	}
	



The knear and kfar are signalled as nknear and nkfar respectively, and are inferred as follows:
   and 
A depth value  is represented by an unsigned N-bit value m, and should non-normatively be inferred as follows:


kfar and knear specify the range of the depth information respectively behind and in front of the picture relatively to W. W represents the screen width at the receiver side. W and  is expressed using the same distance units.

6.8.1.6.3	Current State in MPEG-I Immersive Video
For an MIV-based solution, carriage of visual volumetric video-based coding data (ISO/IEC 23090-10), is derived from ISO/IEC 14496-12 and provided information how V3C content such as MIV should be stored in ISOBMFF file. The specification introduces three methods for storing V3C-coded content in ISOBMFF: single-track storage, multi-track storage, and non-timed storage. However only multi-track and non-timed storage should be considered for MeCAR work. Multi-track storage encapsulates each V3C component of the V3C bitstream into its own ISOBMFF track. Non-timed storage mode enables the storage of static V3C objects. 
Carriage of MIV over ISOBMFF is defined in clause 9.1.4.
Regarding the depth information, the syntax element depth_quantization in the MPEG-I MIV specification signals information to reconstruct the depth information as shown below:

	depth_quantization( v ) {
	Descriptor

		dq_quantization_law[ v ]
	ue(v)

		if( dq_quantization_law[ v ] == 0 ) {
	

			dq_norm_disp_low[ v ]
	fl(32)

			dq_norm_disp_high[ v ]
	fl(32)

		}
	

		dq_depth_occ_threshold_default[ v ]
	ue(v)

	}
	



for( v = 0; v < NumViews; v++ ){	
	ViewQuantizationLaw[ v ] = dq_quantization_law[ v ]		ViewNormDispLow[ v ] = dq_norm_disp_low[ v ]			ViewNormDispHigh[ v ] = dq_norm_disp_high[ v ]			ViewOccThreshold[ v ] = dq_depth_occ_threshold_default[ v ]
}
The variable sampleD is the integer depth value, in the range 0 .. maxSampleD and the variable sampleR, indicates the depth as a range value in scene units (e.g. meters) from the cardinal point of the camera to the Cartesian coordinates of the point that is associated with the atlas sample. 
If ViewQuantizationLaw[ v ] is equal to 0, the depth expansion process operates as follows:

n1 = ViewNormDispLow[ viewIdx ]
n2 = ViewNormDispHigh[ viewIdx ]
normDisp = n1 + ( n2 – n1 ) * ( sampleD  maxSampleD )
sampleR = 1.0  normDisp

6.8.1.6.23	Possible encapsulation analysis
Even though there are already some tools in ISOBMFF for RGBD storage, there is lack of a single RGBD storage format that is a content-centric, but application and codec agnostic which would enable the encapsulation of RGBD content.
Some example depth information that must be available prior to accessing the data for immersive real time communication scenarios would be:
-	Depth range
-	Depth projection properties
-	Depth coding properties
-	Projection format of depth image
-	Disparity between texture and depth image

END OF changes
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