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1. Overall Description:

SA4 would like to thank SA2 for their continuous communication on XR-related topics and has discussed the questions provided S2-2207887 for which the following answers are provided for your consideration.

Q1: Packet ratio for FEC
SA2 discussed some candidate solutions proposing packet transmission based on the ratio of source symbol packets, i.e., K/N in the above example. SA2 would like to ask SA4 whether the above ratio is static for a specific XRM service, and whether application layer can provide such a ratio to 5GS. 

SA4 response:

· Generally, on the usage of AL-FEC for XRM services
· SA4 until now has not done any analysis on applying FEC codes to XRM services. Our example and context of PDU sets relates to experience in MBMS services. For example, in TR 26.881 “Study on Forward Error Correction (FEC) for Mission Critical Services”, it is recommended that services with latencies below 1 second are sufficiently supported by well-dimensioned physical layer FEC.
· In real-time services, in particular with RTP and WebRTC as considered in Release 18 normative work in SA4, applying a “fixed” FEC scheme is quite often not possible as RTP source packets are typically not of identical size.
· Also note that FEC codes applied in Real-time service may quite often not be maximum distance separable (MDS) and hence, the reception of how many and which packets are necessary for recovery is quite dependent on a specific PDU set.
· In general, SA4 discourages to apply “active” packet dropping to FEC protected information as it may negatively impact receiver operations (e.g., confuse the receiver (for example asking for even more FEC packets), result in additional delay, lead to wrong measurement of the network capacity, or harm fast decoding). The 5G System should provide the requested/expected QoS and not rely on application layer FEC.
· Specifically on the question

· Although some FEC codes allow for static redundancy ratio, the K/N ratio is not always static during a media delivery session. For example, Video usually relies on Flex-FEC configurations. In such a case, the application is expected to update the 5GS with any configuration change.
Q2: UPF identification on “number of PDU in the PDU Set”

SA2 discussed some candidate solutions that request UPF to identify “number of PDU in the PDU Set” from the downlink traffic. SA2 would like to ask SA4 whether it’s feasible for application/media layer to obtain such information with the first packet of the PDU Set is sent out and to provide the information to UPF together with the first packet of the PDU Set.
SA4 response:

· Assuming that the PDU Set is a video slice or a video frame, according to our earlier response, operation may be possible for which the size of the video slice/frame is known but generally not explicitely signalled in the bitstream. 
· Assuming that the sending application knows the size of the video slice/frame or the metadata, aka the size of the PDU Set, the sending application may still not be aware of the resulting number of IP packets or PDUs, in particular when additional fragmentation in the network may happen. Hence, if at all, it may be preferable to provide the application data unit size upfront instead of the “number of PDUs in a PDU set”. The network itself may then use this information to determine the number of PDUs, once the fragmentation is done.
Q3: SA2 defined a concept of a ‘Data Burst’ as follows:

Data Burst: A set of multiple PDUs generated and sent by the application in a short period of time.

NOTE: A Data Burst can be composed by one or multiple PDU Sets.

SA2 discussed another candidate solution that requests UPF to identify “Burst size” from the downlink traffic. SA2 would like to ask SA4 whether it’s feasible for application/media layer to obtain such information with the first packet of the PDU Set belonging to a Data Burst and provide the information to UPF together with the first packet of the PDU Set. 

SA4 response:

· The response to Q2 carries forward (the size of the Burst is generally not explicitly signalled in the bitstream).
· In addition, as initial parts of Data Burst are typically released prior to the completion of the entire Data Burst, the size of the Data Burst is generally unknown when the first part of the Data Burst is released to the network. 
· SA4 would like to indicate that other media flows in the same session may have a different timing/burst behavior than the video flow.
Q4: SA2 discussed the possibility to receive a jitter range associated with Data Burst periodicity by AF/AS to 5GS. SA2 would like SA4 whether it is feasible for the AF/AS to provide such jitter range to 5GS. 

SA4 response:
· Assuming the jitter as being the variance on the release of the Coded Picture Buffer or the RTP output buffer 
· the application server cannot recognize the jitter range happened in the intermediate path between the application server and the UE within 5GS. The application server can only recognize the jitter range at the server side.
· Such a jitter may vary during operation depending on cloud encoder load, content complexity, and many other factors. Obviously, it will be the attempt of a good video encoder to minimize the delay of encoding for each frame and make sure that real-time encoding can be maintained. However, SA4 does neither have a study nor any requirements on the performance of video encoders in real-time XR services.
Q5: SA2 would like to ask SA4 whether the following scenario exists for some XR service flow: The non-I frames (e.g., P frame or B frame) transmitted/decoded between two successive I frames directly or indirectly refers to the 1st I frame of the two successive I frames?
SA4 response:

· Assuming that SA2 is asking about frames encoded between 2 IRAP (Intra Random Acces Point) frames, this configuration may exist if there is a good motivation to provide such restrictions. However, this is not likely to be used for low delay applications such as XR in which; there is no regular insertion of IRAP frames; there is the possibility to reference more IRAP frames from the past (e.g., long term references); the encoding configuration excludes delays in decoding time compared to presentation time (e.g., conventional bi-directional prediction of B frames).
· The direct/indirect approach of defining reference frames is outdated by the most recent video codecs in 3GPP specifications (e.g., a picture could be referencing an IRAP picture as well as a number of P pictures). In such a case it could be neither “direct” nor “indirect” according to the suggested terminology. 
· Generally, in well-operated low-latency XR services SA4 does not expect that IRAP frames are added on regular basis, nor does SA4 expect that any fixed or typical dependence structures are applied. Video encoder operation is left to implementation, 3GPP does not define any detailed requirements.
Q6: SA2 would like to ask SA4 whether there are XRM use cases where RTP/SRTP could be transferred over TLS/DTLS/QUIC and whether it implies encryption of the entire XRM media packet headers?
SA4 response:
· There are 3 identified cases:
· TLS is more used for non-latency-critical cases (e.g., HTTP Streaming)
· In the case of WebRTC/MTSI transport, RTP headers can be seen, which is the practical case for XR in Release18.
· In the case of RTP over QUIC (RTP over DTLS) everything is encrypted, thus no visibility on the packet headers.
2. Actions:

To SA2: 
ACTION: 
SA4 kindly asks SA2 to take the above answers into account and provide feedback, if appropriate.
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