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1. Introduction
This contribution includes further updates to clause 6.6 in order to better clarify the immersive media processing function as requested in the editor’s note:
Editor’s Notes:
1. The exact functionality of the immersive media processing function, whether it includes a partial scene rendering such as Unity or it is pure scene description needs to be clarified. Clarification of 6.5 regarding the scene processing on the device is also needed.

2. Proposed Text Change
*** Change #1 ***
[bookmark: _Toc92713817]6.6.3	Basic architecture
To describe the functional architecture for shared AR conversational experience use-case such as clause Annex A.7 and identify the content delivery protocols and performance indicators, an end-to-end architecture is addressed. The end-to-end architecture for AR conferencing (one direction) is shown in Figure 6.6.3-1. 

Figure 6.6.3-1: One direction conversational service for STAR UEs.
Camera(s) are capturing the participant(s) in an AR conferencing scenario. The camera(s) for each participant are connected to a UE (e.g. laptop or mobile phone or AR glasses) via a data network (wired/wireless). Live camera feeds, sensors, and audio signals are provided to a UE which processes, encodes, and transmits immersive media content to the 5G system for distribution.  In multi-party AR conversational services, the immersive media processing function on the cloud/network receives the uplink streams from various devices and composes a scene description defining the arrangement of individual participants in a single virtual conference room. For 5G STAR UE, the immersive media processing function usually generates the shared scene description rather than renders a partial view for individual participant. The scene description as well as the encoded media streams are delivered to each receiving participant. A receiving participant’s 5G STAR UE receives, decodes, and processes the 3D video and audio streams, and renders them using the received scene description and the information received from its AR Runtime, creating an AR scene of the virtual conference room with all other participants.
Also note that if the format conversion is desired, the immersive media processing function on the cloud may optionally use media services such as pre-processing of the captured 3D video, format conversion, and any other processing before compression of immersive media content including 3D representation, such as in form of meshes or point clouds, of participants in an AR conferencing scenario.  
Editor’s Notes:
1. The exact functionality of the immersive media processing function, whether it includes a partial scene rendering such as Unity or it is pure scene description needs to be clarified. Clarification of 6.5 regarding the scene processing on the device is also needed.
Note: 2. For an example of the composite scene generation, the immersive media processing function may takes the input from the participants’ physical constraints, so that the generated scene is consistent with every participants’ environment and can be rendered at each device consistently.
Finally, while the sender’s functionality shown in Figure 6.6.3-1 is identical in the STAR and EDGAR devices, if an EDGAR device is used to receive the AR conversational services, it uses the split-rendering function on Cloud/Edge. In this case, the 5G STAR UE (receiver) of Figure 6.6.3-1, is replaced with the 5G EDGAR UE (receiver) and the cloud/edge functionality shown in Figure 6.6.3-2.


Figure 6.6.3-2: Replacement of the STAR UE device with EDGAR and cloud/edge pre-rendering.
Editor’s Notes the call setup and control in the case of EDGAR is still FFS.
Camera(s) are capturing the participant(s) in an AR conferencing scenario. The camera(s) for each participant are connected to a UE (e.g. laptop or mobile phone or AR glasses) via a data network (wired/wireless). Live camera feeds, sensors, and audio signals are provided to a UE which processes, encodes, and transmits immersive media content to the 5G system for distribution.  In multi-party AR conversational services, the immersive media processing function on the cloud/network receives the uplink streams from various devices and composes a scene description defining the arrangement of individual participants in a single virtual conference room. For 5G EDGAR UE, the immersive media processing function additionally generates the lightweight scene description and simple format of AR media that match AR glass display capabilities for rendering partial scenes of each individual participant. The lightweight scene description and encoded rendered scene are delivered to each receiving participant. A receiving participant’s 5G EDGAR UE receives, decodes and renders the simple format of AR media and audio streams, and decodes or renders them using the received lightweight scene description and the information received from its AR Runtime, creating an AR scene of the virtual conference room with all other participants.
Also note that if the format conversion is desired, the immersive media processing function on the cloud may optionally use media services such as pre-processing of the captured 3D video, format conversion, and any other processing before compression of immersive media content including 3D representation, such as in form of meshes or point clouds, of participants in an AR conferencing scenario.  


*** End of Change #1 ***

*** Change #2 ***
[bookmark: _Toc92713821]6.6.7	Standardization areas
TBD.
The list of potential standardization area that has been collected is provided in the following:
-	Immersive media format and simplified media formats with integration into relevant 5G architecture
-	Scene description format, functionality, and profile as an entry point of immersive media 
-	Scene description update mechanism
-	Relevant subset of media codecs for different media types and formats
-	CMAF encapsulation of immersive media for 5G media streaming
-	Media payload format to be mapped into RTP streams
-	Capability exchange mechanism and relevant signalling
-	Low-latency uplink streaming of captured AR data
-	Functionalities to support split rendering and network-based media processing allocation with 5G edge/MRF
-	Required QoS and QoE for shared AR/MR conversational experience service


*** End of Change #2 ***
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