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1. [bookmark: _Toc504713888]Introduction
We discussed the input in S4-210756 and S4-210760 internally.

	S4aV210756
	Definition of AR Spatial Computing
	Perey Research & Consulting

	S4aV210760
	Section 4.4.3 Spatial computing tracking components
	Perey Research & Consulting



Based on this, some comments on the document in clause 2 as well as some proposed definition in clause 3.
1. Discussion on 756
We consider the definition in 756 being accurate but not a way to describe it that is easily digestible by people not familiar with AR. The definition in 756 is similar to Simon Greenwold’s definition in his 2003 paper (https://acg.media.mit.edu/people/simong/thesis/SpatialComputing.pdf). When referring 
· to “human interaction with a machine” in this context it’s a person using AR glasses, 
· to “machine retains and manipulates references to real objects and spaces” it’s that the AR glasses can perceive/understand the users environment from a physical (geometry) perspective as well as a contextual / semantically, e.g. the glasses understand that you are in a room with 4 walls, a floor, a ceiling, where the other objects in the room are and what their geometry looks like, and perhaps even what they are (semantic understanding), e.g. table, bed, chair, etc.  

According to Wikipedia (https://en.wikipedia.org/wiki/Spatial_computing), with the advent of consumer virtual reality, augmented reality, and mixed reality, companies such as Microsoft and Magic Leap use "spatial computing" in reference to the practice of using physical actions (head and body movements, gestures, speech) as inputs for interactive digital media systems, with perceived 3D physical space as the canvas for video, audio, and haptic outputs.

Magic Leap (https://www.magicleap.com/en-us/news/op-ed/spatial-computing-an-overview-for-our-techie-friends) defines a few key properties of spatial computing
· Fields: The spatial computer merges the analog light- and sound-fields we see and hear from the real world with the digital light- and sound-fields born from the imaginations of creators.
· Persistence: The sensor suite allows digital content to maintain their position in the real world as users live and move around (“pixels can stick to the world”).
· Interactions: The digital content presented by the spatial computer can respond to natural human signals (head motions, eye gaze, hand gestures, speech) as well as handheld controllers.
· Context: The digital content presented by the spatial computer has explicit geometric and semantic knowledge of our real-world surroundings.
· Connections: Just as humans have face-to-face and remote connectivity (telephony, social networks), data access (web, IoT), and action-from-afar (IoT, robots), the digital content we access through spatial computers are part of our broader network.
· Respect: Through context, connection, and knowledge-of-the-past from persistence, digital content that exists with us can respect and enhance the human experience.

The scientific American article (https://www.scientificamerican.com/article/spatial-computing-could-be-the-next-big-thing/) provides nice use case:

Imagine Martha, an octogenarian who lives independently and uses a wheelchair. All objects in her home are digitally catalogued; all sensors and the devices that control objects have been Internet-enabled; and a digital map of her home has been merged with the object map. As Martha moves from her bedroom to the kitchen, the lights switch on, and the ambient temperature adjusts. The chair will slow if her cat crosses her path. When she reaches the kitchen, the table moves to improve her access to the refrigerator and stove, then moves back when she is ready to eat. Later, if she begins to fall when getting into bed, her furniture shifts to protect her, and an alert goes to her son and the local monitoring station.

According to this arcticle, “spatial computing” at the heart of this scene is the next step in the ongoing convergence of the physical and digital worlds, namely:
· digitize objects that connect via the cloud; 
· allow sensors and motors to react to one another; 
· and digitally represent the real world.  
But spatial computing adds on top:
· combines these capabilities with high-fidelity spatial mapping to enable a computer “coordinator” to track and control the movements and interactions of objects as a person navigates through the digital or physical world.
· Brings human-machine and machine-machine interactions to new levels of efficiency in many walks of life, among them industry, health care, transportation and the home.

Also nicely described is the relation to the “digital twin” concept. Spatial computing makes digital twins not just of objects but of people and locations—using GPS, lidar (light detection and ranging), video and other geolocation technologies to create a digital map of a room, a building or a city. Software algorithms integrate this digital map with sensor data and digital representations of objects and people to create a digital world that can be observed, quantified and manipulated and that can also manipulate the real world.

In yet another article on spatial computing (https://www.cxotoday.com/ai/how-spatial-computing-is-changing-the-world-and-businesses/), it is claimed that 
1) Spatial computing is not just one technology or solution, 
2) It is synonymous with extended reality (XR), as an umbrella term for virtual, augmented, and mixed reality. 
3) It is the practice of using physical space as a computer interface, in which machines no longer need to be tied to a fixed location.

An important challenge mentioned in the above article is that a lot of spatial computing technology today still requires various pieces of disparate technology and information to be brought together in a more unified environment. There’s a lot of expertise required in making spatial technology as immersive as it needs to be. As 5G connection and hardware evolve, the possibilities of seeing more and more spatial computing solutions within our common spaces and work life will grow as well. Similarly, advances in computer vision based on AI and deep learning will play an essential role in advancing spatial computing. Use cases and requirements for AI in the 5G system are being studied in 3GPP SA1.

Finally, to wrap up, a Qualcomm blog (https://developer.qualcomm.com/blog/creating-new-reality-spatial-computing) on “Creating a new Reality with Spatial Computing” provides good overview how Spatial Computing may connect to 5G. This blog also stresses the synonymous concepts of XR and spatial computing, in particular if XR is combined with device-based AI and split processing. 

In summary, we view spatial computing from a 3GPP perspective not adding any specific aspects on what is delivered over the 5G network beyond on what is defined already in TR 26.998:
· Sensor and camera information collected on devices
· Downstream information sending scenes and included media data
· Using 5G real-time communication

Spatial computing is more an application on top of an XR platform making use of MAFs and XR Runtime and possibly AI functionalities.
1. Discussion on 758
On trackables, they are objects in the scene (the scene is the environment that the glasses can perceive) both virtual and physical that the glasses need to track or that anchors can be attached too.  This process if very common in AR SDK’s running in game engines, including our Qualcomm’s SDK/Platform. 

However, trackables are again objects in the real or virtual world, but nothing specific compared to other objects. They need to capture and sensed. 
1. Summary
In summary, spatial computing seems to address the combination of XR sensor data and XR/3D formats with device-based AI, and the support of the network for compute and rendering. We believe in order to enable "spatial computing" services, we need to identify the exchange formats for XR and AI, in particular for split rendering and split AI/compute. The cognitive scenario (sensing and understanding) provides a step into this direction.
In addition, the use cases and requirements for AI in the 5G system are being studied in 3GPP SA1 and should be considered in this context.
1. Proposal
Based on the discussion in this document, it is proposed to consider
1) Spatial computing as an application in the context of FS_5GSTAR
2) Add some discussion on AI related aspects, preferably based and by reference on the SA1 study
3) Add in the conclusions the relevancy of the combination of XR sensing and rendering with device-based AI as well split rendering and split compute approaches
4) Focus on the media-access related aspects of spatial compute, namely formats, compression tools, content delivery requirements and potentially security. 
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