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1 Introduction

During SA4#107 the New Study Item on “Feasibility Study on Extensions to Typical Traffic Characteristics” in S4-200334 was agreed and afterwards approved in by SA plenary #87 in SP-200054.

The objective of the study is as follows:

· Collect and document traffic characteristics including for different services, but not limited to

· Downlink data rate ranges 

· Uplink data rate ranges 

· Maximum packet delay budget in uplink and downlink 

· Maximum Packet Error Rate, 

· Maximum Round Trip Time

· Traffic Characteristics on IP level in uplink and downlink in terms of packet sizes, and temporal characteristics. XR Services and Cloud Gaming based on the initial information documented in TR26.928 including. 

· Collect additional information, such as codecs and protocols in use.

· Provide the information from above at least for the following services (initial services) 

· Viewport independent 6DoF Streaming

· Viewport dependent 6DoF Streaming 

· Simple Single Buffer split rendering for online cloud gaming

· Cloud gaming

· MTSI-based XR conversational services

· Identify additional relevant XR and other media services and document their traffic characteristics

· Document additional developments in the industry that impact traffic characteristics in future networks

· Identify the applicability of existing 5QIs/PQIs for such services and potentially identify requirements for new 5QIs/PQIs or QoS related parameters.

· Communicate with other 3GPP groups and external organizations on relevant aspects related to the study. 

This document provides updates on the proposed modelling for XR Conversational based on the Sony/Apple document.
2 Understanding 599

We understand the document as follows
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Here is a diagram:
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	Media
	Format and Model
	E2E Latency requirement

	3/6DOF Pose
	Same as for split rendering
	UL: 5-10 ms

	Video + Depth
	1080p, CBR 10 Mbit/s
	Conversational 200ms

	2D Video is split rendering
	1080p or 4K (2 eyes)
same model as split rendering
	60ms

100ms 

	Front Facing Camera*
	720p, CBR 3 Mbit/s
	Conversational

200ms

	Audio (MPEG-H)
	256/512 kbps
	Conversational 200ms


3 Proposal
We are not fully convinced that this provides and AR model, but if he above is confirmed, we support the model generation based on Split Rendering.[image: image3.png]
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[image: image1.png]A.13 Use Case 12: 360-degree conference meeting

Use Case Description: 360-degree conference meeting.

In this 360-degree conferencing use case three co-workers (Eilean, Ben and John) are having a virtual stand-up
giving a weekly update of their ongoing work. Ben is dialing into the VR conference from work with a VR headset

and a powerful desktop PC. Eilean is working from home and dialing in with a VR headset attached tb a VR capable

Taptop with a depth camera. John is traveling abroad and dialing in with a mobile phone used as VR HMD and a
bluetooth connected depth camera for capture. Thus, each user is captured with an RGB-+Depth camera.

Figure 1, example image of a photo-realistic 360-degree communication experience

In virtual reality all 3 of them are sitting together around a round table (See Figure 1). The background of the virtual
environment is a prerecorded 360-degree image or video making it seem they are in their normal office environment.
Each user sees the remote participants as photo realistic representations blended into the virtual office environment
(in 2D). Optionally, a presentation or video can be displayed on the middle of the table or on a shared screen
somewhere in the environment.

AR alteration: A possible AR alteration to this use case can be that Ben and Eilean are sitting in a real meeting
room at work using AR headsets, while John is attending remotely using a mobile as VR HMD. John is then blended
as an overlay into the real environment of Ben and Eilean, rather then a virtual office.

Type: AR, MR, VR
Degrees of Freedom: 3DoF

Delivery: Conversational

Device: Mobile / Laptop




