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1. Introduction
This is a revision of SA4a200599 based on the feedback provided at the Dec 15th telco.
It is suggested to agree the following and incorporate the information in the permanent document and to include relevant parts in the planned LS to RAN1 out of the Dec 22nd meeting.
2. Use Case
We propose to use the Use Case 12 (360-degree conference meeting) as basis for the model, where you have simultaneous UL and DL media traffic. The media consists of both video and audio. 
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3. Suggestion of parameters for XR conversational traffic simulation for the permanent document and TR
For the video downlink it is suggested to use the split rendering use case with the same quality objectives and similar media as for VR2, thus the downlink parameters can be reused from the Clause 6.2.4 of the Permanent Document.
For the uplink, a video feed is added, where the video is low delay and high quality. Likewise, the pose information in the uplink is included also for use case 12. 
Audio configuration parameters are also added.
A data stream could also be added for example if BT devices are used
[bookmark: _Toc57381955]6.5.4	Proposed Assumptions and Simulation Parameters
[Note: changes were made to reduce the number of options]
It is proposed to only consider the following system parameters:
· User Interaction: 
· 6DOF based on body/head movement, 
· Formats of rasterized video signal. Typical parameters are:
· 2k x 2k at 60, 90, 120fps
· YUV 4:2:0 
· Encoder configuration 
· Codec: H.265/HEVC (optionally also H.264/AVC)
· Rate control: Capped VBR, QP
· Capped VBR: avg 25Mbps, max 50 Mbps
· Slice settings: 1 per frame, 8 per frame 
· Intra settings and error resilience: Periodic IDR (1 sec)
· Latency settings: P pictures only, look-ahead units only 0 (for minimum latency)
· Complexity settings for encoders aligned with presets in x265 (optionally also x264)
· Slice/frame loss rate should be below 10e-2. 
· Formats of UL video signal. Typical parameters are:
· 1080p at 60 fps
· YUV 4:2:0 
(Note that normal 2D video is assumed in the uplink. Videos from several participants and background is composed for HMD consumption in a conference server, see use case 12 of TR 26.928.)
· UL Encoder configuration
· Codec: H.265/HEVC (optionally also H.264/AVC)
· Rate control: Capped VBR, QP
· Capped VBR: avg 5/10Mbps, max 10/20 Mbps
· Slice/Tile settings: 1 per frame, 4 per frame 
· Intra settings and error resilience: Periodic IDR (1 sec)
· Latency settings: No look ahead for minimal latency
· Complexity settings for encoders aligned with presets in x265 (optionally also x264)
· [bookmark: OLE_LINK3][bookmark: OLE_LINK4]Slice/frame loss rate should be below 10e-2. 
· Audio Encoder configuration (for both UL and DL) 
· Max Sampling Rate: 48 kHz
· Operation Point (following 3GPP TS 26.118 Table 6.1-1): 3GPP MPEG-H Audio (this Operation Point is specified for VR streaming in SA4 and can be used for simulation purposes for conversational services since the IVAS_Codec is not yet available)
· Average data Rate : 0.5 Mbps for each UL and DL
· Packet Loss rate should be below 10e-3
· Inter-frame time: 20-21.3 ms
· NOTE: For the simulation purposes, the inter-frame time can be assumed to be 21.3 ms considering MPEG-H, or if we consider that the actual conversational audio codec might be a different one, we could assume 20 ms, as this has so far been used for several 3GPP speech codecs
· Data Stream for both UL/DL (for example BT devices)
· Average data Rate : <0.5 Mbps for each UL and DL
· Inter-frame time: 10 ms
· Packet Loss rate should be below 10e-3
· Content Delivery
· Sending of eye buffers
· At the same time
· staggered
· Slice to IP mapping: Fragmentation
· RTP-based time codes and packet numbering
· RTP/RTCP-based feedback ACK/NACK
· RTP/RTCP-based feedback on bitrate
· RAN Configuration:
· QoS Settings (5QI): GBR, Latency, Loss Rate
· HARQ Handling, Scheduling
· Defined by RAN group
· Delay budget
· Split rendering part: same as for VR2
· End-to-end delay budget for the conversational audiovisual media:
· [<100 ms, <150 ms]
NOTE. This is includes transport, processing, coding, air interface, etc. For conversational delay aspects, 3GPP has a long history of using G.114 for reference. However, this specification provides guidelines for speech-only, while audiovisual is FFS. The mouth-to-ear delay to support very interactive conversations should be below 150 ms to avoid reduction in user satisfaction per P.805 conversational MOS tests. For the task performance measured according to P.1312, lower effectiveness was already observed at 100 ms. The more stringent 100 ms requirement was put into SA1 for interactive services in 5G (TS 22.261 clause 7.6.1).
· Receiver configuration:
· Loss Detection: sequence numbers
· Delay/Latency handling: Slices received after the deadline are treated as lost.
· Error Concealment: Copy macroblock for lost ones
· Warping: is considered sufficient if within delay budget.
· Quality Aspects
· Video quality (encoded)
· Lost data
Immersiveness (this applies only for DL, as the UL is 2D video)

4. Proposal
The proposals are:
· [bookmark: _GoBack]Include text in Clause 3 into the permanent document
· Add the XR_Conversational to the list of models that will be sent to RAN1 (LS that should be drafted in Dec.22nd 2020 Telco)
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A.13 Use Case 12: 360-degree conference meeting

Use Case Descriptior

360-degree conference meeting

Tn this 360-degree conferencing se case three co-workers (Eilean, Ben and John) are having a virtual stand-up
giving a weekly update of their ongoing work Ben is dialing into the VR conference from work with 2 VR headset
and a powerful desktop PC. Eilean is working from home and dialing in with a VR headset aftached th a VR capable

Taptop with a depth camera. John is traveling abroad and dialing in with 2 mobile phone uscd as VR VD and 2
bluctooth connected depth camera for capture. Thus, cach user is captured with an RGB+Depth camera.

Figure 1, example image of a photo-realistic 360-degree communication experience

In virtual reality all 3 of them are sitting together around a round table (See Figure 1). The background of the virtval
environment is a prerecorded 360-degree image or video making it seem they are in their normal office environment.
Each user sees the remote participants as photo realistic representations blended into the virtual office environment
(in 2D). Optionally, a presentation or video can be displayed on the middle of the table or on a shared screen
somewhere in the environment.

AR alteration: A possible AR alteration to this use case can be that Ben and Eilean are sitting in 2 real meeting
room at work using AR headsets, while John i attending remotely using a mobile as VR HMD. John is then blended
as an overlay into the real environment of Ben and Eilean, rather then a virtual office.

Categ

Type: AR, MR, VR

Degrees of Freedom: 3DoF
Delivery: Conversational

Device: Mobile / Laptop





