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1. [bookmark: _GoBack]Introduction
The intention with this tdoc is to further progress the SA4 study FS_XRTraffic w.r.t. uplink traffic simulation.  The study will deliver input to the RAN1 study FS_NR_XR_eval which covers five applications, distilled from use cases previously documented by SA4. The FS_NR_XR_eval SID states:
[image: ]
Some of these applications/use cases make use of video traffic in the uplink. At SA4#111-e, SA4 agreed S4-201490 which suggests adding an option for including uplink video in the further work of FS_XRTraffic. It was also requested to separate this as a new traffic scenario dedicated to AR.
It can be noted that the large focus on split rendering is indeed warranted by new aspects and its distributed nature where the radio access network is one part of a rather complex and time-critical system. The uplink video might be more of “business as usual” but it could be important to take its traffic load into account.
It can also be noted that the current plan is to provide a statistical description of the traffic to RAN1.
2. Suggestion A
Keep it simple. The intension is to add the uplink traffic without too much disruption of already initiated activities.
3. Suggestion B
Reference architecture
The currently available XR distributed computing architecture in TR 26.928 is applicable. The camera in the XR device would in this context be a “sensor”.
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4. Suggestion C
The time plan states:
[image: ]
We suggest:
System assumptions
As in use case 8 in TR 26.928 (AR guided assistant at remote location (industrial services)):
· A XR device with glasses of some sort boasting view-port dependent streaming and split rendering
· The device has one 2D camera which is used for conveying the local scene to a remote location. (Use case 8 includes depth information but this could be disregarded for the purposes of this study.)
Simulation methodology
To consider a variety of XR use cases, an uplink traffic load could in simulations be scalable from 0 to some agreed reasonable bitrate based on the documented use cases. This uplink load could be added to the existing simulation framework.
Traffic characteristics
As a starting point consider 4K 60 fps, at 0, 10 and 25 Mbps, based on 2D video as documented in TR 26.928:
[image: ]
This is based on the highest profiles in TS 26.118 for VR streaming may be a starting point to derive also the  2D uplink video. In practice the rate would be highly use-case-dependent, it is advisable to select realistic values covering a variety of use cases. Input from other ongoing studies and work items such as 5GSTAR and ITT4RT may also be useful. One company in RAN1 suggested to use the same characteristics as for the downlink, with reference to Conversational XR use cases, R1-2009812. This could be one approach.
The statistical properties of the traffic may be derived from the above. 
Appendix – for reference
TR 26.928 Use case 8
Inspiration for the simulation can be found in use case 8 in TR 26.928 (AR guided assistant at remote location (industrial services)). It may be simplified for the purposes of the present study, one might include the yellow-marked parts below.
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Thus we get:
Downlink. Dynamic graphics and 2D video instructions which are displayed in the AR glasses. We assume the image gets composed before it is sent to the glasses, considering the 6DOF position/pose. From a traffic characteristics point of view we may, for the purposes of this study, make the approximation that it is the same range of bitrate/frame rate etc as the downlink in the existing split rendering use case.
Uplink. 2D plus depth video where the characteristics should allow e.g. location/mapping processing to operate on the video but should also allow the assistant to view the scene at Pedro’s location. The depth could be omitted for the purposes of this study.

5GSTAR
5GSTAR is also highly relevant and if it is mature enough, it could provide guidance. Its permanent document S4-201510 makes refence to use case 8 and 12 and several others, noting uplink video aspects.
[image: ]
Figure 1 From 5GSTAR PD S4-201510
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- VRI: “Viewport dependent streaming”
- VR2: “Split Rendering: Viewport rendering with Time Warp in device”
- ARI: “XR Distributed Computing”
- AR2: “XR Conversational”
- CG: Cloud Gaming
Note: Use cases in quotes are from TR26.928.
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Figure 6.2.4-1 Viewport rendering in Network|
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For example. the XR client captures the 2D video stream from a camera and sends the captured stream to the XR edge
server. The XR edge server performs the AR tracking and generates the AR scene which a 3D object is overlaid over a
cortain position in the 2D video based on the AR tracking information The 3D obiect or 7D video for the AR scene are.
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For each relevant XR Service, progress and document
o System Assumptions
o Simulation Methodology
o Traffic Characteristics
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Use Case 8: AR guided assistant at remote location
(industrial services)

Pedro is sent to fix a machine in a remote location.
Fixing the machine requires support from a remote expert.

Pedro puts his AR 5G glasses on and furns them on. He connects to the remote expert, who uses a tablet or a
touch-screen computer, or uses AR glasses, headphones, as well as a gesture acquisition device that s
connected and coordinated with his glasses

The connection supports conversational audio and Pedro and the expert start a conversation,

Pedro’s AR 5G glasses support accurate positioning and Pedro's position is shared live with the expert such
that he can direct Pedro in the location

The AR 5G glasses are equipped with a camera that also has depth capturing capability

The expert can provide guidance to Pedro via audio but also via overlaying graphics to the received video
content, by activation of appropriate automatic object detection from his application, and via drawing of
instructions as text and/or graphics and via bverlaying additional video instructions. In the case that the expert
uses AR glasses, the expert can also identify the depth of the video sent by Pedro and more accurately place

the overlay text or graphics

The overlaid text and/or graphics are sent to Pedro's glasses and they are rendered to Pedro such that he
receives the visual guidance from the expert on where to find the machine and how to fix it

Note: the video uplink from Pedro's glasses might be "jumpy” as Pedro moves his head. A second camera and
corresponding video uplink to show an overview video of Pedro and the machinery or altematively a detailed
video of the machinery functioning, is a help to the expert when performing this type of service.

Type: AR
Degrees of Freedom: 2D video with dynamic AR rendering of graphics (6DoF)
Delivery: Local, Streaming, Interactive, Conversational

Device: 5G AR Glasses, 5G touchscreen computer or tablet

Pedro has AR Glasses with the following features
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3.3.1 Mappizg to use cases 7,' 9,12,15,16,17,18,19,2.2,2.3,2.4

7 Reaktime 3D Communication

8 AR guided assistant at remote location (industrial services)
9 Police Citical Mission with AR

12 360-degree conference meeting

15 XR Meeting

16 Convention / Poster Session

17

18 AR avatar mult-party calls

19 Front-acing camera video mutti-party calls
22 AR remote cooper:

23 AR remote advertising

24 AR Conferencing

The use cases above have in common the following characteristics (this is not an exclusive list):
1. Theuseofa

2. Bidirectional communication between 2 or more users for services similar to that of video telephony
3. Media processing support, including in some services: video stitching, 3D media modelling, avatar
modelling




