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1 Introduction

This document proposes some refinements for the PD for the simulation environment in S4-201245.
2 Proposed Updates

7.2.3.5
Content Encoding Modelling

The content encoding is modelled as follows:

· Create a map of slices, CTU maps (64 x 64) and reference frames 

· Example: 2048 x 2048, 8 slices, 3 reference frames

· Addresses for 2048 / (8 * 64) = 4 rows with 32 CTUs for 8 slices in 3 frames maintained. 

· For each CTU store encoding mode:

· intra/inter+merge/skip

· largest reference frame (only previous one is used in simple config)

· For frame i from V-Trace (based on sample time) 

· Read frame i from V-Trace (timestamp) 

· Read latest dynamic information from dynamic status info, if applicable 

· Do a model encoding

· Input parameters: V-Trace, global configuration, dynamic status (if applicable)

· Output: s slices with parameters

· Based on the map of intra and inter for each slice/MB

· Constant CRF

· Re-use the CRFref for which the Trace was generated.

· For every CTU

· Take P-frame intra/inter/merge/skip percentage and decide intra/inter/merge/skip randomly. This is done that the number of MBs is matching the trace entry.
· 
· 
· For every slice, 

· apply intra/(inter + reference) decision as follows
· Periodic: slice mode follows pattern, other inter + reference 1

· Feedback intra: slice was lost => intra, else inter + reference 1

· Feedback ack: only ACK slices => reference inter + reference backward (typically more than 1), such that the slice was acked. 
· Feedback NACK: slice nack => reference inter + reference backward (typically more than 1) prior to NACK or intra.

· For intra slices, 
· overwrite the above CTU decision and make it an intra
· 
· draw a number of bits for the slice 
· that takes into account

· the type of the CTU
· the information in the trace file
· the total amount of the bits for this slice by the following modelling

· intra size: 

· take total intra size and divide by number of CTUs as medium value

· apply Gaussian drawing with 10% variance of the total number of bits

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· skip:

· 1 byte

· merge + inter

· compute medium value as total inter size (total P-size - intra-percentage*intra-size – skip-percentage) and divide by number of inter CTUs (total CTUs*(1 – intra_percentage – skip_percentage))
· reference frame 1

· apply Gaussian drawing with 20% variance of the total number of bits with medium value
· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· reference frame more than 1, it is X

· take total inter size and divide by number of CTUs as medium value

· multiply the medium value with X

· apply Gaussian drawing with 20% variance of the total number of bits

· do also intra test as above, if intra is lower, apply intra, else this inter mode.

· Use the CRF and apply adjustment as follows

· FinalBits = Bits * pow(2, (CRFref – CRF)/6)

· QPnew = QPref - (CRF – CRFref)

· sum up the size of each CTU for the slice
· Dump the following information:

· Slice Timing/frame count

· Left or right eye

· Slice availability (after the slice timing) relative to 0. 
· Without encoding delay this is the same as the slice. time. 
· Quality/QPnew
· New PSNR – add a function
· Slice size

· Slice type

· CTU types

· Bitrate constrained – a total max of bits available max_bits

· Do the same as for constant CRF

· Iterate to the smallest CRF that fulfill max_bits
The following issues are not yet included:


· Modelling of encoding times – no priority

· Model encoding delay.
· We also need to address the two independent buffers for left and right eye.
· Can we for now create the same process
· Option 1: Same timing

· Option 2: staggered left right at half the frame rate
· Can we derive a new PSNR for the updated QP?
· (Thomas) check for model

· In the absence of a model, we just make 1 QP step up reduces PSNR by 1dB (linear)
· What about slice modelling and all the issues that we saw
· Ignore slice modelling for now, no bitrate change compared to not using slices.
· We need to also address ACK/NACK based feedback
· NACK already addressed above.

· ACK you only take acknowledged slice/frames for references – this basically extends the reference frame the feedback delay per slice.
7.2.3.6
Slice to RTP/IP Packets
Configuration

· Maximum MTU size, e.g. 1500 bytes – last packet just fills the remaining data. 
For each slice, create fragmentation units

· Separate slice into several same size max packets except for the last.
· Add to each packet the slice number
Now we have a packet delay/loss simulator for the RTP packets.

At the recovery the following happens for recovering slice traces:

-
if one packet of a slice is lost the entire slice is lost

-
the delay of the latest packet determines the arrival time of the slice.

· Dump the following information:

· Slice Timing/frame count

· Left or right eye

· Slice availability (after the slice timing) relative to 0. 

· The time it took through system

· It can also be infinite = lost

· Quality/QPnew

· New PSNR – add a function

· Slice size

· Slice type

· CTU types

7.2.4
RAN Simulation

We believe that initially SA4 should emulate RAN simulation based on existing 5QIs. Once complete this should be provided to the RAN group for discussion.

7.2.5
Quality Evaluation

Quality Evaluation is based on two aspects, namely the encoding quality and the quality degradation due to lost slices. This evaluation is shown in Figure 6.
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The following simulation is proposed for identifying damaged macroblocks:

· Keep a state for each macroblock

· Damaged

· Correct

· Macroblock is damaged

· If it is part of a slice that is lost for this transmission

· If it is correctly received, but it predicts from a wrong macroblock

· Macroblock is correct 

· If it is received correctly and it predicts for a non-damaged macroblock

· Predicting from non-damaged macroblock means

· Spatial prediction is correct

· Temporal prediction is correct

· Recovering MBs done by Intra Refresh and predicting from correct MBs again.
Depending on the configuration and the setting of the delivered video quality, different results may be obtained. An example is shown in Figure 7.

A quality threshold may for example be to have at most 0.1 % of damaged video area. Also the quality of the original content may be a threshold. Details are ffs.
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7.2.6
Software Package

All software packages are available here https://github.com/haudiobe/XR-Traffic-Model/tree/strace-encoder
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Figure � SEQ Figure \* ARABIC �6� Quality Evaluation





Figure � SEQ Figure \* ARABIC �7� Potential Evaluation Graph
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