3GPP TSG-SA4-e (AH) Video SWG post 127-bis-e	S4aV240013
Online, 7th May, 2024

Source:	Fraunhofer Heinrich Hertz Institute (HHI)
Title:	[FS_AI4Media] NNC results for compression of model data for automatic speech recognition without data-driven tools
Agenda item:	3.5
Document for:	Discussion


1 Introduction
An objective of the study item on “Artificial Intelligence (AI) and Machine Learning (ML) for Media” (SP-230538) is to establish an evaluation framework and to use it for the evaluation of scenarios collected for the study. One of the agreed scenarios is the “Transmission of compressed AI/ML model data for automatic speech recognition”. For this scenario, we present coding results obtained with an encoder producing bitstreams conforming to the NNC standard [1]. For now, results are only presented for discussion, since the document does not contain scripts and a detailed description for reproduction. Both will be provided in an updated contribution to the next meeting.
2 Coding results
The distribution scenario “Transmission of compressed AI/ML model data for automatic speech recognition”, as described in the permanent document S4-240785, considers two different transformer models. Table 2-1 shows both models, their original sizes (sizeAnc), and their original performances (werAnc) in terms of word error rate.

	TorchAudio name
	numParam [M]
	sizeAnc [Mbit]
	werAnc[%]

	WAV2VEC2_ASR_BASE_960H
	94.4
	3021
	3.4

	HUBERT_ASR_LARGE
	315.5
	10095
	2.1



[bookmark: _Ref134157465]Table 2-1: Number of parameters (numParam), size (sizeAnc) and word error rates (werAnc) of the anchor models


To investigate which data rate reductions are possible, the models’ weight tensors have been encoded with NNCodec [2], which is an open implementation of the NNC standard [1]. Each model has been encoded without enabling enhanced or data-dependent encoding tools and also without employing encoder-only pre-processing techniques to the model. Consequently, results are representative for a straightforward use-case, which does not require test or training data for additional encoder-side re-training or additional inference steps for encoder-decisions. Table 2-2 provides details on the enabled NNCodec tools. 


	NNCodec parameter
	Value
	Description

	use_dq
	True
	Dependent scalar quantization

	codebook_mode
	False
	Integer codebook for transmission

	param_opt
	True
	Parameter optimization for DeepCabac

	cabac_unary_length_minus1
	10
	Length of unary binarization part

	opt_qp
	True
	QP optimization based on tensor statistics

	ioq
	False
	Inference-optimized quantization

	bnf
	False
	Batch-norm Folding

	lsa
	False
	Training-based local scaling adaptation

	fine_tune
	False
	Training-based tuning of non-weight tensors



Table 2-2: Enabled NNC tools as described in [2], other parameters are set to NNCodecs default values.


To achieve different trade-offs between compressed model size and model performance, we encoded the models with different quantization step sizes. More specifically, we varied NNCodec’s quantization parameter (QPs) approximately in the range from −15 and −45.  Figure 2-1 shows the results: The performance of the compressed model is reported as word error rate (WER). The size of the compressed model is reported in percent of the original uncompressed model size (sizeAnc). 

[bookmark: _GoBack]In summary, the results show that NNC reduces the model size to about 10% to 15% with neglectable model performance losses in a setup without any data-driven tools, or optimization techniques that modify the models before encoding. Higher reductions can be expected when enabling more sophisticated encoding tools, as e.g. also data-dependent tools, and additional encoder-only compression techniques. 

[image: ]

Figure 2-1: Compressed model size and model performance achieved for different QPs. 
For reference, the anchor performance werAnc is shown as red line.
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