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1 Introduction
Based on the current TR 26.813, the source believes it will be beneficial to add a new use case where voice driven metadata is derived from transmitting talker’s speech to enable the corresponding avatar’s facial expression, hand gestures and body movements.

2 New use case description
5.1 	UC5: Voice Driven Refined Avatar Animation
	TR22.856 Reference Use Case(s)

	5.11: IMS-based 3D Avatar Communication
5.26 Use Case on IMS-based 3D Avatar Call Support for Accessibility Use Case


	Description:

	This use case is about enhancing avatar communication user experience based on voice driven avatar animation. It is well known that when human beings speak, there are associated visible facial expression movements (including lips movement), hand gestures and body movements. Refined facial expressions can be derived from talker’s voice by means of ASR (automatic speech recognition) and/or NLP techniques, and the movement of the lips is completely synchronized with the voice content spoken by the talker. The approaches to voice-to-motion generation can differ based on the specific implementation. For instance, rule-based methods map the input speech to pre-collected body motion using manually designed rules. On the other hand, learning-based methods leverage pre-trained AI models to convert audio signals into motion data, such as 3D vertex coordinates of facial meshes and 2D/3D joints of the hands and body. Accurately capture such detail information on the transmitting side and render them on the receiving side will certainly enhance avatar communication user experience. Also, human facial expression associated with speech can carry nuances otherwise not easy to convey, such as feeling, anger, command, seriousness. The natural movement of the hands with the speaker's voice can create a coordinated virtual avatar, making communication more friendly and realistic. For avatar communications to get closer to true human behaviour, voice associated facial expression and body movement seem to be necessary.
In addition, it is well documented that talker’s lip movements can enhance intelligibility [1]. This is the main reason that normal people can understand the conversation better from a talker at distance while in a noisy environment if they can see each other, not to mention that trained lip-reading experts can understand most conversation by just looking at the talker’s lip movements. It is therefore beneficial to use refined voice driven avatar animation. 
A potential user experience is described below:
[bookmark: _GoBack]Daniel is calling his sister Michelle as usual using avatar based communication method on his smartphone. After some typical conversations between them, Michelle brings up a subject that bothers her and makes her somewhat sad. Luckily Daniel is equipped with voice driven technology enabling his facial expression and body movements to be sent to his avatar that Michelle is looking at. Upon seeing her brother’s exaggerated funny facial expressions and body movements through the rendered avatar and consolidating verbal conversation, Michelle is quickly recovered from her mood and enjoys her experience talking with her brother over the avatar communication method. 
Another potential use experience in a noisy environment is described in the following user story:
Mike was watching a real time sport event using his XR HMD with immersive video/audio capability. During the game, his brother Tom called in an avatar session to tell him some important news. Thanks to the accurate voice driven avatar animation with lip movements, Mike was able to understand Tom without having to stop watching the sport event in order to understand his brother.


	Categorization

	

	Preconditions

	· 

	Potential Requirements

	
· Real time facial expression and body movements metadata extraction based on ASR/NLP technics. 
· Real time transfer of animated user avatar. 
· The ability to generate and encode/decode 2D/3D avatars animation driven by voice on the UE and network 
· Supporting bidirectional transitioning between voice and avatar media for the parties in the call.  


	Feasibility

	



3 Proposal
It is proposed to agree and to integrate above use case to the TR 26.813. 
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