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1. [bookmark: _Toc504713888]Introduction
In this contribution, we discuss contribution S4aV220919 on immersive audio support for XR.
1. Discussion
2.1 Excerpt:
[image: ]
Comment: 
It appears unwarranted that there is a strong assumption that the Audio Subsystem must carry out audio decoding and rendering in a monolithic black box. In some cases, there may be indeed be advantages to do so. However, architectures where the audio renderer is separate from the audio decoder are also being discussed in the Audio SWG. It may also be an invalid assumption that the audio to be rendered is only the downlink audio media. Rather, the XR scene manager may locally generate audio feeds based on triggers from the AR/MR application and sensor (incl. mic) data obtained from the XR Runtime. In addition, the XR Runtime may also directly influence the audio rendering.
In other words: The source disagrees with the premise of [1] that a system according to the figure below is not possible from audio processing perspective and that there is thus a problem that needs to be solved. 
[image: ]
Figure 1: Excerpt from [1]

As a further comment, the XR scene manager should also have Visual and Audio subsystem, in which the main rendering functions take place. The AV subsystems of the XR Runtime would then still be needed to carry out final corrections in response to e.g. the actual pose and echo cancellation (audio). The figure would then preferably look as follows:


Figure 2: Preferred 5G AR Framework architecture
 

If, however, an implementer wants to keep audio decoding and rendering functions together, there is still the option to move the (audio) media access functions into the XR scene manager.

2.2 Excerpt:
[image: ]
Comment:
The source agrees. As said above, the source just does not agree that there is a problem to be solved. Consequently, the offered solutions are likely not needed. 

2.3 Excerpt:
[image: ]
Figure 3: Excerpt from [1]

Comment: 
Regarding the first offered solution (figure above), a callback mechanism between presentation engine and audio subsystem appears like an implementation detail that is not really needed at this stage. Apart from that, the source would still prefer moving the audio subsystem into the presentation engine (which presumably is the same as the XR scene manager).

2.4 Excerpt:
[image: ]
Figure 4: Excerpt from [1]
    
Comment:
Regarding the other offered solution (figure above), it is not clear what should be done in the audio bitstream pre-processing. It is not obvious that fiddling with audio codec bitstreams will easily lead to the desired results. It may also not really offer solutions to interact with the immersive AV media in a unified way. In addition, the XR Runtime would still need an audio subsystem to carry out final corrections.
3 Conclusion and proposal
The source is of the opinion that the main premise of document [1] is invalid. Consequently, we do not see the need to agree on including the suggested audio architectures into the permanent document.
The source rather suggests making modification to Figure 1 as shown in Figure 2 of this contribution, possibly with the note that the option to move the (audio) media access functions into the XR scene manager offers the possibility to carry out audio decoding and rendering functions jointly. 

4 References
[1]		S4aV220919: Immersive Audio Support, Qualcomm Inc.
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Unfortunately, there  were concerns raised by audio SWG members.  . There is a strong  1  assumption that the Audio Subsystem will perform all the decoding and   rendering inside a black  2  box   to optimize the experience . Thus ,   separating audio decoding from rendering seems to be  less  3  preferred  in the context of 3GPP services .   4 


image2.png
5G AR Framework





image3.emf
5G UE

AR Glasses

Sensors Cameras

Eye Buffer

Display

Speakers

AR/MR Application

User Input

5G System

Media Access 

Functions

XR Runtime

MAF-

API

XR Scene 

Manager

XR 

Scene 

API

Primitives Buffers

Scene Description

Raw Media and Sensor Data

Downlink Media

XR 

Runtime

API

Micro-

phones

Audio

Subsystem

Visual

Subsystem

Visual

Subsystem

Audio

Subsystem


Microsoft_Visio_Drawing.vsdx
5G UE
AR Glasses
Sensors
Cameras
Eye Buffer Display
Speakers
AR/MR Application
User Input
5G System
Media Access Functions
XR Runtime
MAF-API
XR Scene Manager
XR Scene API
Primitives Buffers


Scene Description
Raw Media and Sensor Data


Uplink Media


Downlink Media


XR RuntimeAPI
Micro-phones
Audio
Subsystem
Visual
Subsystem
Visual
Subsystem
Audio
Subsystem



image4.emf
The issue that arises from such a design is the isolation of the audio  path from the rest of the   1  immersive scene and the other   media   types . As described above,   for XR   m edia is conn ected in  2  space and time, for example, a car   speeding up in the scene should have its audio source moving  3  along, sharing the same orientation and position as the visual representation of the car. This  4  requires the enforcement of the same  coordinate system  and node graph for all audio and visual  5  objects in the scene.   Also ,   the anchoring into the real world must follow the same anchor point  6  and orientation, meaning that a single XR anchor space  must be used with the XR system .   This  7  task has to be performed by the XR scene manager.   8 
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An alternative solution is depicted by the next diagram. In this solution, the audio  bitstream is  1  pre - processed to adjust the spatial audio metadata to align with the visual scene.   2    3  Another solution could be having the XR scene manager extract the audio scene and convert that  4  to an immersive audio bitstream that can be processed by the au dio sub - system.   5 


