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1. Introduction
At the last SA4#113 meeting, several configuration files were proposed for the JM and HM reference encoders of the AVC and HEVC standards, respectively, for scenarios 2 and 3. After review of these configuration files, as well as the ones currently available for scenarios 3 and 5, the sources have several concerns. These concerns are detailed in Clause 2. Furthermore, the sources would like to point-out that there seems to be some opacity in the way that these configuration files and their corresponding settings were selected, including whether certain non-normative features, i.e., features outside a specific standard video coding specification such as pre-processing, should be allowed or not, and on how such configuration files and their corresponding settings should be mapped to encoders of other coding specifications. The sources feel that it may be beneficial if these configuration files, as well as their expected usage, were clearly explained. In addition, as part of the review, we found several issues in the TR that may need to be addressed (see attached document for some comments).
2. Concerns
Below are the main concerns raised from the review of the currently proposed configuration files:
a) For the infinite GOP anchor cases the TR currently states that "QP offsets are alternatively equal to 4, 5, and are set to 1 every 8 pictures”. This is, however, misleading, since the configuration files also utilize the parameters QPOffsetModelOff and QPOffsetModelScale, which result in a flexible QP adaptation scheme using a linear model based on the base QP. This can also be seen in the bitstreams already generated by the group. Here is a snippet from a bitstream coded using a base QP equal to 37:

POC    0 TId: 0 ( I-SLICE, QP 36 ) [DT  0.083] [L0 ] [L1 ] [MD5:5f5875c240d5c4c0fbdcf96cad3f6215,ff08cea76f53c2f50b9ee1aa46a014a5,26029d2487e2e05e583eb6e791b72c85,(OK)] 
POC    1 TId: 0 ( B-SLICE, QP 45 ) [DT  0.019] [L0 0 ] [L1 0 ] [MD5:332bea2e707229c27693a2c521b8ca3a,c52c5ba96df20a3c1b74eb8b984572d5,a430e2866b97e430f5fb0f2b2ce4fd31,(OK)] 
POC    2 TId: 0 ( B-SLICE, QP 44 ) [DT  0.022] [L0 1 0 ] [L1 1 0 ] [MD5:1aa4f28852f4a7476fd9024b421edb23,fbacd001c3291e8af0f10825efaef7aa,2911e2ea341f1473c9a45fd3fa9691ed,(OK)] 
POC    3 TId: 0 ( B-SLICE, QP 45 ) [DT  0.020] [L0 2 1 0 ] [L1 2 1 0 ] [MD5:497e16f95e0c700c81630b94133b3879,39b8b14cb442b4a689ad1e76f3eea86c,e6e028ea97e10634c08d19fbc97c4d31,(OK)] 
POC    4 TId: 0 ( B-SLICE, QP 44 ) [DT  0.021] [L0 3 2 1 0 ] [L1 3 2 1 0 ] [MD5:bb8203bb4f4cf133b8f2cc02a88c2dce,65d5fe98b1002d5d712f5ccf29c070d3,473c720f8688d7d745d2eebd6376c68d,(OK)] 
POC    5 TId: 0 ( B-SLICE, QP 45 ) [DT  0.020] [L0 4 3 2 0 ] [L1 4 3 2 0 ] [MD5:c2ce129dc866963a6b742aeb1fb20dc8,9f53c82614d9ca1a442918072623209e,48e0d478b9b65aa951cf42052fba550f,(OK)] 
POC    6 TId: 0 ( B-SLICE, QP 44 ) [DT  0.017] [L0 5 4 3 0 ] [L1 5 4 3 0 ] [MD5:a5064a8f70e12514ff86539a77c5e342,743e30d40915575a2ae0681b4fa278e7,02a05ba6a69930edb79ac324c2bf8f34,(OK)] 
POC    7 TId: 0 ( B-SLICE, QP 45 ) [DT  0.017] [L0 6 5 4 0 ] [L1 6 5 4 0 ] [MD5:c022488e2669d6e30b510a575c8c6a40,6b21c0b7eb3f7918f64d23d506eca6f9,9021911d5b88fbf44231e27bf2bcf411,(OK)] 
POC    8 TId: 0 ( B-SLICE, QP 38 ) [DT  0.030] [L0 7 6 5 0 ] [L1 7 6 5 0 ] [MD5:0b1564400959b1c994c1f56d9c6405a7,c26c754afd3af8500fb3e6bc07a87e01,507fb0ff42053bbe605208f2c5525d7f,(OK)] 
POC    9 TId: 0 ( B-SLICE, QP 45 ) [DT  0.013] [L0 8 7 6 0 ] [L1 8 7 6 0 ] [MD5:cd9c039f25f651cca222eabd4e967e9f,9a92d2cb991700c35db475624faddcc9,5c38c646f4450478d09eb73990bdd40c,(OK)] 
POC   10 TId: 0 ( B-SLICE, QP 44 ) [DT  0.016] [L0 9 8 7 0 ] [L1 9 8 7 0 ] [MD5:d1e289f4408a283021a5ef5108653391,f14cf1f6f7f15b448b3befc40200c340,84519a96f6dbc05d3d5dada1188c1031,(OK)] 
POC   11 TId: 0 ( B-SLICE, QP 45 ) [DT  0.016] [L0 10 9 8 0 ] [L1 10 9 8 0 ] [MD5:5cee45ddc6b64424017b5d560b7830a0,14548612a6ccdd5cb73572ee1674633c,263da0738f175348a6411cae7ebe3eda,(OK)] 
POC   12 TId: 0 ( B-SLICE, QP 44 ) [DT  0.019] [L0 11 10 8 0 ] [L1 11 10 8 0 ] [MD5:b28961f353d59abde4d434ca4a9d3326,72f89fc95e3781797dd5a69542a38a56,a6dbdab4f0c930f7cf23e0c10c55f6a8,(OK)] 
POC   13 TId: 0 ( B-SLICE, QP 45 ) [DT  0.014] [L0 12 11 8 0 ] [L1 12 11 8 0 ] [MD5:d6b66d20fd1a69c6c06b72c0effa99de,f3a287eeec5a7d2a32fd64d7547984a4,be422f882781c1189bf2f401e2fbaca9,(OK)] 
POC   14 TId: 0 ( B-SLICE, QP 44 ) [DT  0.019] [L0 13 12 8 0 ] [L1 13 12 8 0 ] [MD5:7b89ffaccf8f1faab093e504f34df41c,92043ae8a2a524f797b754a8f1cb2fc9,6ae2c82277294870a29a0b4f14d1a119,(OK)] 
POC   15 TId: 0 ( B-SLICE, QP 45 ) [DT  0.012] [L0 14 13 8 0 ] [L1 14 13 8 0 ] [MD5:403ad291a38d5ecadb3fb4a2b215cea6,78bfbb72a95ce452e1ba7c61671c3335,21be2436a6693adf2a1123c275e6d589,(OK)] 

It can be seen from the above that the QP values assigned to each frame do not vary with the pattern mentioned but with values 8 and 7 from this base QP. In particular, an additional offset, QPmod, that is based on the QPbase and QPoffset values, as well as two additional parameters QPOffsetModelScale and QPOffsetModelOff is computed as follows:
QPmod = floor(Clip3((QPbase + QPoffset) * QPOffsetModelScale + QPOffsetModelOff + 0.5, 0, 3))
The final QP for a frame is then computed as follows:	
QPfinal = QPbase + QPoffset + QPmod
We think that if this behavior is truly intended, it needs to be more clearly documented in the TR. We are aware that this is coding structure was adopted in JVET based on the contribution JVET-P0345 and that BD-rate coding gains were observed in the context of the VVC development work. However, encoders for other coding specifications (e.g. JM) do not support this feature. The notes from the P meeting do not mention anything about subjective quality either. This is concerning since in the past, and with the shorter interval, some temporal beating was observed in other subjective tests and for high textured content, this one could be even worse. We checked a few encodings that the group has generated for this study and for some of the lower QPs we could see some local “beating” but wondering if a more comprehensive test was performed. It is also not very clear if this structure truly applies to the 3GPP test cases or if this is used because of its familiarity from JVET experiments. In real applications rate control would likely be used, which is not the case with the TR test conditions. Regardless, it is not very clear to us how encoders of specifications that do not support such QP relationships or are based on different quantization models should operate in this scenario. Should they be matching for each frame QPs and the specified distances, quantization scale, or bit allocation? Or is it sufficient for those other encoders to just operate in their own preferred coding mode without restrictions and only overall bitrate-distortion results would then be evaluated?	Comment by Rajan Laxman Joshi/5G System Aspects Standards /SRA/Principal Engineer/Samsung Electronics: Should this be “for shorter GOPs”?
b) For the previous structure the referencing structure should also be noted. For example, the previous picture as well as all the past "refresh quality frames", at a distance of 8, are retained for prediction. Is this something that other coding specifications should adhere to and if so, why? We believe that the answer is no, but a clarification seems warranted.
c) We understand that the group decided to include the hash SEI message in HEVC bitstreams. However, this may have significant impact on the bitstreams, especially for Adaptive Streaming, and low bitrate applications. Other encoders of different specifications may not support this feature, therefore potentially negatively impacting the performance of the HM anchor.
d) As mentioned earlier, it is not very clearly stated how the characterization and comparisons between coding specifications can be achieved, especially looking at conditions like the ones above. In the TR we see mostly a mention about the overall bitrate target but not what happens to individual frames. One could achieve different performance tradeoffs by modulating the QP values of certain frames, even if that is done in a fixed manner across all sequences. The definition of a QP might also be different from one specification to another, while there are also other aspects in the coding process that may have an impact on rate-distortion performance (such as the value of lambda used if the encoding is based on Lagrangian optimization, use of concepts such as trellis quantization, etc). How can we ensure that all encoders are configured somewhat similarly so as to avoid such “misconfigurations”? As an example, the JM does not directly support a quantization offset scheme such as the one used by the HM, but (partially) the above could be done manually using separate configuration files per QP. Would that be the right way to go in such a case? Or could an encoder use different QP offsets altogether or per sequence QP parameters, in which case maybe the overall rates achieved by the HM should be matched?
e) On a similar topic, the search window was discussed at some point. We think that we should not be imposing constraints on that, especially since search windows and also concepts such as mode decision may be done very differently or could mean very different things for different encoders. We obviously cannot impose the same motion estimation scheme across all encoders that we are testing, while one should also consider that different specifications do perform different types of searches and RD decisions because of their normative characteristics (for example, HEVC can support 32x32 and 64x64 partitions but AVC cannot, and a search is performed on those also). Also, the search window for one scheme may be restricted around the center position (0,0), while for another encoder (like the HM) the search may involve a refinement window around one or more predictor candidates (in which case the search range may effectively be seen as being much larger if evaluated in relationship to the center (0,0) position). Many encoders, and especially HW encoders, also commonly employ hierarchical schemes and limiting the search window artificially may result in crippling such schemes (e.g., the JM supports such a concept). We do not think that any limiting here is appropriate. In fact, the differences in the quantizers and the coding structures would likely have much more impact (and may mislead more any characterization we are trying to do) than the ME scheme and the search window used. Instead, the group should request to “document” as much as possible any non-normative aspects of an encoder, including the presence or not of SIMD instructions, compare such information versus any anchor, and use that as part of the study when making conclusions. In general, aspects relating to non-normative tools, e.g., motion estimation and mode decision, should be better defined in the tests and better documented.
f) Do we in the end also need per frame results, e.g., per frame PSNR and bits, for both the anchors and tests so as to better validate what is going on? We feel that this is warranted but it is good to discuss this.
g) For HDR, the JVET common test conditions include a luma based spatial QP adaptation method. Is that also expected here? If so, we think that this should be documented and such a technique should likely also be allowed or recommended for all test vectors. This information is clearly missing while it should be noted that wPSNR, a metric selected for the evaluation process, clearly has biases towards such a quantization method.
h) This relates to point (e) above, but it is not clear how encoding complexity should be collected and reported. If this is assumed to be SW encoding time, that may be a misleading quantity, plus it might only make some sense if the same compute nodes were used. SIMD instructions and multithreading support could also have big impact on such numbers. If different metrics are used here, such as the use of the perf utility on linux platforms, those should be clearly identified. It seems appropriate to provide more description here and hopefully identify robust, clear, and fair rules that could help clarify complexity.
i) We noticed that more than 4 QPs are used for several experiments but the document refers to the old bd-rate formulation that only supports 4 points. This should be clarified and maybe the extended worksheets should be used. It should be noted that maybe we need to be careful with integrating performance over a too large operational bit rate range though and, potentially, it would be good to look at performance within subranges, i.e., low, medium, and high bit rate ranges.
j) If we are to impose certain coding rules to any proposals, we likely need to make sure that the encodings are done fairly and with all appropriate coding tools that a specification profile supports. For those it should be safe to provide any measurements. But we need to be careful so as to not disable important coding tools that could have coding implications through certain restrictions we might be imposing.
k) We have noted that the HM config files in scenario 2 enable temporal filtering. Temporal filtering is a non-normative technique that is commonly employed by several encoders since it can improve coding performance but commonly has nothing to do with a coding specification. Since not all reference software implementations support this, and since the intent of this work is to evaluate the actual specifications and their capabilities, and not their specific implementations, we propose to disable it. 
l) We also strongly recommend the use of closed GOPs instead of open GOPs, i.e. use of IDRs instead of CRAs when IRAPs are expected, such as in scenario 2 or for adaptive streaming applications. The use of IDRs is much more common in real applications, which warrants its use.  
3. Conclusion / Proposal
[bookmark: _heading=h.gjdgxs]The sources listed some concerns about the various config files currently proposed in the 5G Video study. In general, the sources believe that we need to better articulate what exactly we would be testing, under what conditions/restrictions, and with what methodology so as to get as fair a test as possible. That should also help with the definition of other encoders but also possibly with updates to the HM anchors.
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