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1 Introduction
We are currently in the progress to develop a quality evaluation tool. It follows the logic from below as documented in clause 8.3.5.3 of the permanent document in S4-210614.
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In S4-210469 we reported some initial results repeated in clause 2.
2 Initial Results

Based on the traces and configurations available here:
	Configuration
	Basic Content Parameters

	VR2-1
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-2
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 

	VR2-3
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, 1500 byte max packet size packets

	VR2-4
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s CBR with window 1 frame, buffer sent at same time, unlimited packet size 

	VR2-5
	1 slice per eye buffer, every 8th frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-6
	8 slices per eye buffer, 1 slice per frame is intra coded, 30Mbit/s capped VBR with window 200ms, buffers sent interleaved, 1500 byte max packet size 

	VR2-7
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, 1500 byte max packet size 

	VR2-8
	8 slices per eye buffer, 1 slice per frame is intra coded, 45Mbit/s capped VBR with window 200ms, buffer sent at same time, unlimited packet size 


we have produced some initial results with the following test channel.

· "loss_rate": 0.01,

· "max_delay_ms": 50,

· "max_bitrate": 60000000, 
The results were produced for 4 users each.
We understand that the loss rates and delays may be too high, but it was for an initial plausibility checking. 
The results are provided here: https://dash.akamaized.net/WAVE/3GPP/XRTraffic/Test-Results/sample-results-2021-03-31-01.zip and include P’, S’, V’, and Q traces as well as inter arrival plots.
Attached to this document are 8 Q-Traces according to the above trace pattern.
Below are the averaged results for the 4 users and for each of the eye buffers.

	config
	total_packets
	PLoR
	PLaR
	SLR
	CAR
	ALR
	DAR
	LDR
	PSNR
	PSNRyuv
	RPSNR
	RPSNRyuv

	1
	712134
	1.004%
	20.890%
	24.283%
	24.781%
	24.283%
	50.936%
	75.219%
	40057
	40419
	10417
	10535

	2
	230400
	1.010%
	15.105%
	16.115%
	28.803%
	16.115%
	55.082%
	71.197%
	40050
	40412
	12067
	12203

	3
	727022
	0.989%
	22.214%
	25.836%
	24.137%
	25.836%
	50.027%
	75.863%
	39739
	40101
	10083
	10198

	4
	230400
	0.973%
	15.820%
	16.793%
	28.587%
	16.793%
	54.620%
	71.413%
	39742
	40104
	11904
	12039

	5
	528639
	0.989%
	33.336%
	57.392%
	14.175%
	57.392%
	28.433%
	85.825%
	40617
	40979
	6189
	6253

	6
	712220
	1.007%
	7.459%
	11.120%
	30.522%
	11.120%
	58.358%
	69.478%
	40054
	40415
	12772
	12916

	7
	924161
	1.017%
	28.905%
	32.619%
	21.278%
	32.619%
	46.102%
	78.722%
	37290
	37652
	8326
	8427

	8
	230400
	0.972%
	20.822%
	21.793%
	26.494%
	21.793%
	51.713%
	73.506%
	37297
	37659
	10322
	10446


Observations:

1) The packet loss rates are too high and in particular the channel latencies are too high to get meaningful results

a. The packet late rate is too high

b. In between 11 to 50% of the slices are lost

c. The Loss and Damaged Area is 70 to 85%

2) There is a problem with the PSNR for config 7 and 8, which is lower than for lower bitrates. We are investigating this.
3) Best performing is config 6, which does eye buffer interleaving. In this case, the second eye buffer is not blocked in the sending for the right as they are staggered. This is a problem in all other configurations that the second eye buffer causes the packet and slice late losses.

4) Worst performing is the single slice configuration as a single loss results in the loss of an entire frame.

5) The same packet loss rate for larger packets (i.e. mapped to a slice) results in better quality as for smaller packets (as each loss aggregates later to a slice loss).

6) We also identified that handling the frame data too complex, so we plan to create a binary pseudo bitstream.

Conclusions:

1) We are moving into a good direction, but some open issues still

2) We need to fix the bug on PSNR

3) We need to use identify good channel parameters for
a. PLR = 1e-3, 1e-4, 1e-5

b. Latencies = 10ms, 20ms, 30ms (iid), 10ms (iid) for 98% of packets

4) We need to identify to what extent these configurations are useful
3 Updated Results

Attached are some updated results for different configs and delay settings. Below the VR2-6.

	key
	delay
	total_packets
	PLoR
	PLaR
	SLR
	CAR
	ALR
	DAR
	LDR
	PSNR
	PSNRyuv
	RPSNR
	RPSNRyuv

	vr2-6
	40
	178027
	0.000994231
	0.9989833
	0.999982639
	1.73611E-05
	0.999982639
	0
	0.999982639
	32781
	33143
	0
	0

	vr2-6
	50
	178027
	0.001044785
	0.99894398
	0.999965278
	1.35634E-07
	0.999965278
	3.45866E-05
	0.999999864
	32781
	33143
	0
	0

	vr2-6
	60
	178027
	0.000932443
	0.995882647
	0.997413194
	0.000425347
	0.997413194
	0.002161458
	0.999574653
	32781
	33143
	14
	14

	vr2-6
	70
	178027
	0.001005465
	0.757738995
	0.774982639
	0.053922119
	0.774982639
	0.171095242
	0.946077881
	32781
	33143
	1870
	1897

	vr2-6
	80
	178027
	0.001089722
	0.075241396
	0.085868056
	0.322556695
	0.085868056
	0.59157525
	0.677443305
	32781
	33143
	10905
	11055

	vr2-6
	90
	178027
	0.001084105
	0
	0.003350694
	0.376293674
	0.003350694
	0.620355632
	0.623706326
	32781
	33143
	12658
	12832

	vr2-6
	100
	178027
	0.001022317
	0
	0.003142361
	0.38651218
	0.003142361
	0.610345459
	0.61348782
	32781
	33143
	12962
	13141


We identified that there is a significant leakage problem based on the above model. We have attached a V’-Trace for this matter. We observe
· that the error propagates across slices and causes a lot of damaged CUs. Eg. on VR2-1 Vp trace, buffer 0, delay of 100ms - so no significant slice loss should occur because of late arrival - see attachments :
· The first slice loss occurs on the 18th frame, resulting in 128 CUs lost, then over the next 20 frames these 128 lost CUs have already turned into 479 damaged CUs, at which point some other slice loss occurs. 
· That is 0.1% packet loss turning into 0.3% slice loss turning into ~45% of damaged image area within the first 39 frames. 8 slices and periodic intra refresh = 1, it should take 8 frames (64 slices) to refresh the lost slice's area, so I suspect the error propagates quickly across the image through reference of neighbouring CUs. 
What is wrong?
4 GDR needs to be restricted

[[TS]] What you are basically saying is, that due to the cross prediction, wrong areas spill immediately back into correctly refreshed ones, correct? I believe we should have an assumption that this does not occur through GDR, i.e. once you get an intra this does not happen anymore. So basically, this is GDR. It means, the prediction happens as follows (I used 4 slices now to simplify):
1) Frame x: first slice is intra, slice 2-4 predict from previous frames

2) Frame x+1: 

a. first slice is inter, but only predicts from first slice in previous frame

b. second slice is intra

c. slice 3-4 predict from previous frames

3) Frame x+2:

a. First slice is inter and only predicts from first slice in previous two frames and second slice in second frame

b. Second slice is inter an only predicts from slice 1 in the previous two frames and second slice in second frame

c. Third slice is intra

d. Slice 4 predicts from previous frames

4) Frame x+3:

a. First slice is inter and only predicts from first slice in previous three frames and second slice in second and third frame and the third slice in third frame

b. Second slice is inter and only predicts from first slice in previous three frames and second slice in second and third frame and the third slice in third frame

c. Third slice is inter and only predicts from first slice in previous three frames and second slice in second and third frame and the third slice in third frame

d. Slice 4 is intra

5) Frame x+4: same as frame x

This means that all error propagation is gone after 4 frames. 

This is what I refer as GDR starting at frame x and you are able to fully present at frame x+3. 

If you start decoding in frame x+1, then it likely does not work to clear it. I need to check this.  But can you implement the above restriction in the encoding/decoding?
5 Proposal
It is proposed to:
1) Operate with restricted prediction for GDR
2) Update the quality model
It would also be good to get an understanding on the compression loss of restricted GDR.[image: image2.png]
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