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1. Introduction
[bookmark: _Hlk57644699]This contribution follows from S4-200158 that was agreed to be included into TR 26.998 during SA4 111-e meeting. S4-200158 included generic device configurations based on three device types and described the different functions and interfaces for these three device types.  In this contribution, we provide:
· Updated text to that agreed into the TR (from S4-200158) for discussion and agreement as text to be included into a pCR on TR 26.998.
2. Changes

*** Start change ***
4.2	Device functional structures
4.2.1	Device functions
AR glasses contain various functions that are used to support a variety of different AR services as highlight by the different use cases in clause X.
The various functions that are essential for enabling AR glass-related services within an AR device functional structure include:
· Tracking and sensing
· Inside-out tracking for 6DoF user position
· Eye Tracking
· Hand Tracking
· Sensors
· Capturing
· Vision camera: capturing (in addition to tracking and sensing) of the user’s surroundings for vision related functions
· Media camera: capturing of scenes or objects for media data generation where required
NOTE: vision and media camera logical functions may be mapped to the same physical camera, or to separate cameras. Camera devices may also be attached to other device hardware (AR glasses or smartphone) or exist as a separate external device.
· Audio microphone: capturing of audio may be used for media capture purposes or control purposes.
· AR/MR media processing
· Codecs: encoder and decoders for the encoding and decoding of media data
· Vision engine: engine which performs processing for AR related localisation, mapping, 6DoF pose generation, object detection etc., i.e. SLAM, objecting tracking, and media data objects	Comment by Ericsson 1: The vision engine is needed for both vision camera and media camera. There is one camera in the architecture.
· Compositor: may perform different operations depending on the rendering pipeline of the media, e.g. displaying layers of images at different levels of depth in a display, or applying pose correction for rendered images
· Renderer: the generation of one (monoscopic displays) or two (stereoscopic displays) eye buffers from the media.  Rendering operations may be different depending on the rendering pipeline of the media, e.g. AR/MR rendering on-device, or on a remote processor.
· Audio Renderer: AR content may require audio media playback; audio playback may also be used for user control.
· Tethering and network interfaces for AR/MR content delivery
· The AR glasses may be tethered through non-5G connectivity (wired, WiFi)
· The AR glasses may be tethered through different flavours for 5G connectivity
· Display: Optical see-through displays allow the user to see the real world “directly” (through a set of optical elements though). AR displays add virtual content by adding additional light on top of the light coming in from the real-world.
· Some good reads: 
· https://kguttag.com/2019/10/21/fov-ar-and-the-view-of-the-real-world/
· https://www.linkedin.com/pulse/why-making-good-ar-displays-so-hard-daniel-wagner/
4.2.2	Generic reference device functional structure device types
Depending on the terminal device configuration, the functions identified in clause 4.2 may exist exclusively in different physical entities, or may be duplicated between the different entities.
Generic reference device functional structures are shown below.

Device type #1 : Standalone AR glasses or Head-Mounted Displays	Comment by Thomas Stockhammer: A better name should be developed	Comment by Eric Yip: Moved to editor’s note

[image: ][image: ]	Comment by champelmary-luc: 5G modem has been added to identify where 5G connectivity is located	Comment by champelmary-luc: User control has been added to the architecture. User control takes inputs from cameras, mics and other sensors and impacts AR/MR renderer as a result	Comment by champelmary-luc: Tracking is a function of the vision engine based on input data captured by sensors and cameras. “Tracker/sensor” is renamed “sensors” only.	Comment by champelmary-luc: We need to bring audio in the picture. Replace “Cameras” with “Cameras / microphones” and “Display” with “AV Display”.

Editor’s Note:
· A better name for device type #1 will be considered
· It should be clarified that the 5G Modem is in the AR glasses, consider text:
In device type #1 the 5G modem exists inside the standalone AR glasses device.
· We need different architectures as a refinement of the above architecture
· There are different types of connectivity
· Uu to gNB
· FR (sidelink) – device to device
· There are different glass types currently in the market, for example
·  Design glasses: AR glasses designed as regular glasses not weighing more than 70 grams (Michael Abrash, Oculus Connect 5 in 2018, the human head can comfortably carry significantly more weight than those 70g - if that weight is well distributed.)
· As an example, in such glass types rendering can not be done in the device. Available power is very different. 
· Enterprise glasses: hololens like glasses for which design is less relevant.

Main characteristics of Standalone AR glasses or Head-Mounted Displays:	Comment by Eric Yip: Moved to editor’s note
· As a standalone device, 5G connectivity is provided through an embedded 5G modem
· User control is local and is obtained thanks to sensors, audio inputs or video inputs.
· Media processing is local, device needs to embed all required media codecs. 
· AR/MR processing is local, device needs to embed AR/MR renderer and compositor.
· Local vision engine shall be powerful enough to provide real-time processing of its inputs.
· Due to the amount of processing required, such devices are likely to present a significantly high battery power consumption, hence the need for heavier batteries, a significantly low battery life (2-4h) and a heavier weight. 
· Support of correction glasses or lenses may be possible but likely at a higher cost.

Device type #2 : Smart Tethered AR glasses	Comment by Thomas Stockhammer: A better name	Comment by Eric Yip: Moved to editor’s note

[image: ][image: ]

Editor’s Note:
· A better name for device type #2 will be considered
· 5G Modem is in the smartphone – tethered connectivity is WiFi or USB-C:
In device type #2 the 5G modem exists inside the tethered device (smartphone).	Comment by Ericsson 1: Should we capture futuristic AR glasses where modem is in the glasses as well? Or is it beyond the scope of the study?
· Both AR glasses and smartphone should be placed to a box to represent device type #2 UE
Main characteristics of Smart tethered AR glasses:
· 5G connectivity is provided through a tethered device (UE) which embeds the 5G modem. Tethered connectivity is WiFi or USB-C. BLE connectivity may be used for audio.
· User control is mostly provided locally to the AR glasses; some remote user interactions may be initiated from the tethered device as well.
· While media processing can be done locally to the device, heavy processing may be done on the tethered device instead.
· AR/MR processing is mostly done locally in the AR glasses, but some AR/MR objects may be pre-rendered in the tethered device and sent to the local compositor in the AR glasses.
· Similarly, vision engine capabilities are split between the AR glasses and the tethered device, depending on the complexity of the processing and the origin of inputs of the engines.
· While such devices are likely to use significantly less processing than type 1 devices by making use of the processing capabilities of the tethered device, they can still support a lot of local media and AR/MR processing. Such devices are expected to provide 8-10h of battery life while keeping a significantly low weight. 
· Support of correction glasses or lenses may be possible but likely at a higher cost.

[bookmark: _GoBack]Device type #3 : Lightweight tethered AR glasses

[image: ][image: ]
Editor’s Note:
· A better name for device type #3 will be considered
· 5G Modem is in the smartphone – tethered connectivity is WiFi or USB-C:
In device type #3 the 5G modem exists inside the tethered device (smartphone).
· Both AR glasses and smartphone should be placed to a box to represent device type #3 UE
· Device type #2 and #3 are similar and the detailed differences between them are for further study.
Main characteristics of Lightweight tethered AR glasses:
· 5G connectivity is provided through a tethered device (UE) which embeds the 5G modem. Tethered connectivity is WiFi or USB-C. BLE connectivity may be used for audio.
· User control is mostly provided on the tethered device; only basic user control capabilities are provided locally on the AR glasses. All user controls which require significant processing are done on the tethered device, the input data for these interactions are sent from the AR glasses to the tethered device for remote processing.
· Very little media processing may be done locally to the device, processing is done on the tethered device instead. As such, only a limited number of media codecs may be available locally in the AR glasses. The only required media codecs are the decoders used before display and the encoders used to send media to the tethered device.
· AR/MR processing is done in the tethered device, lightweight AR glasses only provide media rendering and composition.
· Similarly, vision engine capabilities are entirely done on the tethered device, inputs for the engine are sent from the AR glasses to the tethered device.
· Such devices are likely to support minimal local processing and are expected to provide several days (3-5) of battery life while offering the lightest weight. 
· Support of correction glasses or lenses may be easier since AR glasses hardware may be directly mounted on correction glasses.

4.2.3	Interfaces
Editor’s Note : This section needs to be updated to take into account agreed changes from the previous sectionThe following interfaces between the different functions of the device functional structure for device type #1 are defined:

*** End of changes ***
3. Proposal
We propose to include the changes as presented in this contribution as a pCR for TR 26.998.
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