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1. Introduction
In the current IBACS PD, the avatars in an AR Call are animated using image-driven methods. However, certain scenarios may arise where users prefer not to turn on their cameras during the call due to privacy concerns or the excessive data usage associated with video streaming. To address this, this contribution introduces a generic call flow for an audio-driven avatar call as a complementary method.


1. Audio-Driven Animated Avatar 
The 3D model can also be animated based on the user's real-time speech. State-of-the-art methods can take the user’s raw audio as input and generate full body animation (2D video or 3D mesh animation) of the avatar, including facial expression, hand gestures, and body motions. The specific method for generating speech-to-motion data may vary depending on the implementation and is beyond the scope of this work. As an example, one possible method is provided here. The sender or MRF can utilize a pre-trained neutral network model that maps audio signals to the motion data (e.g., 3D vertex coordinates of the face mesh, 2D/3D joints of the hands and body) of the 3D model. 

[image: ]
*Figure.1 Audio-driven avatar with full body animation[1].


1. Call Flow 


Figure 4.2.2.x: Call flow for audio-driven avatar based AR call with MRF assistance for model loading and animation

13. The Enhanced MRF will loads a 3D model for UE1 for preparing the avatar call. 
14. UE1 captures and processes the caller’s speech audio input in real-time (e.g. noise reduction). UE1 will send the processed audio input to the Enhanced MRF as an audio stream. 
15. The Enhanced MRF generates full body animation for the 3D model, including facial expressions and motion signals (e.g., 3D vertex coordinates, pose parameters, and rotation matrix).
16. The Enhanced MRF animates the 3D model based on expression or motion signals.
17. The Enhanced MRF delivers the 3D model and audio data to UE2.
18. UE2 renders the animated 3D model with user view, and synchronizes avatar animations with the received audio.


1. Proposal
We propose to include the first paragraph of section 2 of this document into section 4.2 of the IBACS PD; include section 3 of this document into section 4.2.2 of the IBACS PD.
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