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5.5
Introduction

This contribution gives change proposals on the permanent document of Study on enhancements on immersive Real-Time Communication for WebRTC (FS_eiRTCW).
Proposal
It is proposed that the revision of the permanent document for FS_eiRTCW should be created, reflecting all the below changes. 
Changes
--- Start of change#1 ---
4.6
Media connection model
In the original WebRTC design, the communication between UEs is thought to be peer-to-peer (P2P). In most of the existing WebRTC implementations, however, the media connection is not P2P. An intermediate server (or servers) between UEs is used. In the multi-party call, the intermediate server which performs media processing is helpful for a UE because, for a UE, decoding all media from other UEs is a heavy load. Direct full-mesh connections among multiple UEs consumes a lot of network resources. Additionally, such an intermediate server is useful even for a one-to-one communication for offloading immersive media processing which needs more computation power than conventional media. This leads to the discussion about split rendering.
This study mainly focuses on the media connection model with intermediate servers. 

P2P connection has some benefit for one-to-one communication (i.e., no need for an intermediate server and less server-relayed delay). For that reason, P2P connection is also considered for some special cases.

4.7
IP Addressing

4.7.1
General
IP addressing for UE has some options: assigning IPv4 address only, IPv6 address only, or both.

In the operator deployment, the number of available IPv4 addresses would be insufficient for its subscribers. Generally, operators use IPv4 private address (and ISP shared address defined in IETF RFC 6598[RFC6598]) with network address translation (NAT).

In Clause 4.7, appropriate IP addressing is identified, discussing NAT-traversal in the WebRTC user plane and network verified ID retrieval.
4.7.2
NAT
4.7.2.1
Overview
NAT, including port translation as NAPT (Network Address and Port Translation), is a method of mapping an IP address space into another, which is mainly used to translate a private IP address into a global IP address, and vice versa, for communicating with external networks.
Generally, UE can be assigned with an IP address through a PDU session in operator networks. When an IPv4 address is allocated, as mentioned in 4.7.1, a private IP address or an ISP shared address is used. On the contrary, when an IPv6 address is allocated, a global unicast address is assigned. 
NAT is essential for carrier-grade network deployment. Subscribers can be much more than usually available IPv4 global address space, and they are treated by using IPv4 private address and NAT. The same private address can be reused in each different domain behind NAT. Although NAT deployments have a wide variety, NAT is generally installed in a DN (data network) and often put in the middle between the UPF and other functional entities (see Figure 4.7.2-1).
On the other hand, IPv6 global unicast addresses basically do not require NAT, except for special security reasons or some transition method between IPv6 and IPv4 domains.
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Figure 4.7.2-1 Possible NAT location
4.7.2.2
NAT Variation
NAT is classified into some types by its address translation and packet filtering behavior.
The first version of STUN in IETF RFC 3489[RFC3489] defines three types:
-
Full Cone NAT,

-
Restricted NAT (Restricted Cone NAT or Restricted Port Cone NAT), and
-
Symmetric NAT.
Full cone NAT does not limit access to an internal UE from external network entities, which have not communicated with the internal UE. Any external entities can re-use the external IP address and port number mapped to a specific internal UE and can access to it (Figure 4.7.2.2-1). Full cone NAT is less restrictive than other NATs. Restricted NAT only permits external entities to access the internal UE if the NAT have received any packets from the internal UE directed to the external UE (Figure 4.7.2.2-2). Symmetric NAT uses a different pair of an external IP address and port, which are specific to each external entity and only the external entity can access to the internal UE through the IP address and port pair. 
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Figure 4.7.2.2-1 Full Cone NAT behaviour
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Figure 4.7.2.2-2 Restricted or Symmetric NAT behaviour
4.7.2.3
Existing NAT-traversal

4.7.2.3.1
General
An effective NAT-traversal method is different depending on the NAT type described in Clause 4.7.2.2.
In the original WebRTC design, STUN and TURN are listed, included as ICE, for major NAT-traversal methods. In addition, Hosted NAT Traversal (HNT, described in IETF RFC 7326 [RFC7326]) and its similar mechanism are frequently used in real implementations for conversational applications. 
4.7.2.3.2
STUN
STUN is the method for UE behind the NAT to discover its external IP address observed by external networks. This method supports P2P communications and only works for full-cone NAT. 
This study excludes STUN because the main communication model is not P2P but with intermediate servers (as described in Clause 4.6), and general NATs deployed in operator networks are not limited to full-cone type.
4.7.2.3.3
TURN
TURN is the method for UE behind the NAT to communicate with external nodes via an intermediate server. TURN is a protocol for the session management and requires an intermediate server.

Generally, this method is regarded as the last resort for NAT-traversal for UDP-based conversational services. This method does not require the alignment with other control plane signalling, but is equipped as its own user plane connection management mechanism. This method needs additional message exchanges and has a protocol overhead.
The TURN server has its authentication mechanism for UEs and can be used for the purpose of traffic steering for an inter-operator communication scenario detailed in Clause 4.8.
4.7.2.3.4
HNT
HNT (Hosted NAT Traversal) is the mechanism that a session border controller (SBC) placed at the edge of networks intermediates the communication between UEs behind NAT. 
The problem tackled by HNT is that a UE behind a NAT tries to set up a session with its private address and port number for media, which have no clue to the SBC for the real media which comes later. 
Regarding the control plane signalling, the signalling part of the SBC modifies media-related information represented by the private IP address and port number set in the SDP offered by an originating node into a global IP address and a new port number. This modification enables a terminating node to target the accessible IP address and port pair provided by the SBC. In the signalling return path, the SBC also modifies the terminating node’s IP address and port number set in the SDP answered by the terminating node into new ones, and forwards it to the originating node. This is to solicit the originating node to send media to the SBC. Once the SBC receives the first media packet from the originating node targeting at the solicitation, the SBC recognizes the real NAT-ed IP address and port pair of the originating node. The SBC captures that information and uses it for relaying packets from the terminating node to the originating node. This is called “latching”. 
This method is embedded in the control plane signalling and does not require extra message exchange. For that reason, it has no additional protocol overhead. It is a better feature than TURN in the same condition requiring an intermediate server.

Since this study focuses on the connection model with an intermediate server, the NAT issues can be argued differently. Let’s assume that all communication services are provided by the intermediate server as a conference. UEs can just join the open channel provided by the server and receives media from the server. UEs can also send their media to the intermediate server and the server mixes the media and distributes to other UEs. In this model, the first join packet from a UE to the NAT and the NAT to the server creates an address mapping at the NAT. The server simply sends packets to the source address of the join packet from the UE. 

This mechanism does not need the dedicated protocol and there is no additional protocol overhead for NAT-traversal by sending media to the specific IP address and port pair exposed by WMCF. That points are analogous to HNT (Figure 4.7.2.3-1). 
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Figure 4.7.2.3-1 HNT like NAT-traversal
4.7.2.4
Conclusion of NAT handling

NAT-traversal problems have been discussed and several solutions have been proposed as described above. However, if equipment for NAT-traversal is not required, certainly less server resources would be needed.

In short, it is preferable that only IPv6 global unicast address be assigned to UE and no dedicated NAT-traversal equipment be used. Intermediate servers are used mainly for media processing and for the media relay when there is no direct IP reachability (e.g., across inter-operator connection).
4.7.3
IP Address and Trustable Subscriber Identifier
The operator uses subscription identifiers (e.g., GPSI (Generic Public Subscription Identifier) in 5GC) for managing its customer’s service subscription and charging. In WebRTC support, the operator needs to check customer’s service requests by checking against operator’s subscriber database organized with the subscription identifier. An OTT-specific ID and password may be insufficient even in the collaboration scenario with external service providers because they cannot be securely linked with subscriber information in the viewpoint of the operator. The issue is how the MNO deduces (or retrieves) the trustable subscriber identifier from customer’s requests, which are carried by IP packets. 
Trustable subscriber identifiers in the MNO network are required for certain validity check, since a UE’s self-claimed GPSI and source IP address are untrusted. 
The EDGEAPP architecture specifies the method how the EAS function block retrieves the GPSI from terminal’s source IP address. The AF regarded as an EAS can retrieve the GPSI bound to the UE by Eees_UEIdentifier API in EDGEAPP. This mechanism and its flow contain authentications conducted at the related network functions (i.e., EES and NEF), which enable the EAS to acquire the valid GPSI in the operator network as a trustable subscriber identifier. 
Validity of the terminal’s source IP address needs consideration. UE’s self-claimed IP address, especially presented in an application level, is not trustable. The source IP address presented in an IP header can be relatively trustable when the IP packet is transmitted through a connection with some handshake procedures.
The IP address linkage with a subscriber identifier also has an issue when NAT is deployed. In Release 18, the method with which the AF can identify the trustable subscriber identifier (e.g., GPSI) to invoke the 3GPP network service API for the UE (Application client) remains to be investigated in eEDGEAPP. In VoLTE, this linkage with NAT can be achieved with the help of additional operator-specific information (e.g., PDN session related value). In the AF for WebRTC, it depends on which additional information element can be acquired by the AF. There is no clear answer for the ID linkage between the NAT-ed IP address and the subscriber identifier.
Contrarily, the UE IP address without translated by NAT can be linked with GPSI by Eees_UEIdentifier API (though detailed specification is needed).

In terms of ID linkage, using IPv6 global unicast address for UE is reasonable.

Using IPv4 private address will be studied further when NAT-ed ID linkage issue is solved.
4.7.4
Conclusion of IP Addressing

In terms of the required server resources for NAT-traversal and unclear retrieval of the trustable subscriber identifier, using IPv6 global unicast address for UE is reasonable. NAT deployments have a wide variety of behaviors and cannot be treated straightforward (refer to Clause 4.7.2). Using media relay servers that act as either TURN or HNT covers most cases with NAT-traversal. However, there are still issues using IPv4 private address with NAT, such as ID linkage (refer to Clause 4.7.3). For the sake of simplicity and to concentrate on identifying signalling requirements, this study considers IPv6-only use.
Also, IPv6-only use is acceptable for future services because IPv6 address allocation to UEs is now widely available among operators. Also, IPv6-only deployment (or not using limited IPv4 address resource) leads to efficient system development and equipment utilization.
4.8
QoS Enabled End-to-End Path
This study covers two collaboration scenarions as is described in the previous clause. In the collaboration scenario where the WebRTC functions in an MNO assist an external service provider (OTT or another MNO), setting up a QoS-enabled media path across different networks needs to be studied . 

The media path from a UE to the external service provider is roughly divided into three sections:
Section 1) Between a UE and the UPF (Operator’s CN section)
Section 2) Between the UPF and the operator’s network edge (Operator’s DN section)
Section 3) Between the operator’s network edge and the external service provider network edge
Section 4) A network in the external service provider

Section 4) is a matter of a service provier and out of scope of this study.
Regarding Section 1), this section includes the operator’s core network. In this section, QoS is controlled by the PCF. In the collaboration scenario with an external service provider, the main signalling server is placed in the service provider’s domain. While UE exchanges control plane signalling messages with the signalling server placed in the service provider’s domain, UE sends a QoS-related request separately to the WSF placed in the operator network. The WSF receives and interprets the UE’s request and requests the PCF to prioritize the UE’s specific session.
Regarding Section 2), operator’s DN may have sufficient bandwidth and other QoS mechanism may be adopted.
Regarding Section 3), this section’s QoS control needs a bandwidth guaranteed path (i.e., a dedicated line) and forwarding control. Such a forwarding path selection cannot be realized by simple IP routing. A couple of options are possible. The first option is that only media packets to be prioritized are transmitted to WMCF placed in the operator’s network (which acts as TURN server) and the WMCF relays the media to the main media server in the OTT network via guaranteed path (Path 1 in Figure 4.8-1). The second option is that a non-prioritized forwarding path can be selected using a different destination IP address other than WMCF’s transport address within the same PDU session (Path 2 in Figure 4.8-1). The third option is that such a non-prioritized path can be selected through a different PDU session which goes through a different gateway (Path 3 in Figure 4.8-1). Such a PDU session can be selected by Data Network Name (DNN).
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Figure 4.8-1. Forwarding Path Selection

--- End of change#1 ---
--- Start change#2 ---
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