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Abstract of the contribution: initial discussion on possible feedback to SA2 related the FEC and PDU set inter-dependency topics.


1. Introduction:
This paper brings together our use cases with these questions from SA2’s LS to form an proposals:

[Ref: S2-2405625] Question1 [for SA4, RAN2 and RAN3]: PDU Set correlation information (Sol#23) provides the dependency relationship among PDU Sets. Does SA4, RAN2 and RAN3 see any improvement with adding inter-PDU set correlation information to assist RAN making PDU set discarding decisions as compared to the existing (R18) PDU Set information that is already provided by the AS?
[Ref: S2-2405064] Question: SA2 understands that different AL-FEC mechanisms exist (e.g., maximum-distance separable (MDS) schemes like RaptorQ and Reed-Solomon, FlexFEC, etc.) and is discussing for which AL-FEC mechanisms to enable AL-FEC awareness at RAN. Can SA4 identify commonly used AL-FEC mechanisms (not necessarily 3GPP defined), which should be supported for AL-FEC awareness at RAN from SA4's perspective? 
[bookmark: _4p9azm9c1iz6]2. Use case discussions and proposals:
2.1 power consumption related use case
We identified the following basic components that are used on wearable devices with xR capabilities. These are: sensing, compute, storage, wireless communication but the constraint is that all those are packaged in a small form factor with low power consumption. 

In our internal analysis, the following power consumption chart is shown based on one of our internal xR devices.
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Observation#1: Wireless xfer consumes a big amount of power. It is also a trigger that leads to more compute and data storage related power usage.

In one of our papers related to video decoding, (see [ref#1]) we illustrate video freeze issues as follow:
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Observation#2: “Video freeze” occurs due to missing packets. Following-up frames are not decodable. This leads to more wasting of energy consumption in the device (see observation#1).

In Ref[#1], some mitigation techniques that we are deploying is that the receiver can ask the sender to:
1: retransmit lost packets (e.g., if retransmission size is small and RTT is sufficient) or 
2: ask for a new key frame (e.g, LTRP). 
3: the use of FEC.

However, Rel-18 (TS 23.501) introduces the notion of PDU Set level packet discarding in the presence of congestion.
The NG-RAN may use the Priority Level (see clause 5.7.3.3) across QoS Flows and PDU Set Importance within a QoS Flow for PDU Set level packet discarding in presence of congestion.

Observation#3: PDU set level discarding during congestion by RAN is allowed. This can create more waste energy consumption at the receiver when the receiver eventually has to ask for a new key frame delivery to recover.

Proposal [1]: To alleviate the potential energy impact due to PDU set discarding by RAN during congestion, it is proposed that PDU set dependency discarding feature should be an optional indicator that can be set by the server to control whether dependent PDU set can be discarded by RAN also if previous PDU set has be discarded due to congestion. In addition, as already documented in the SA2’s TR, an “independent indicator" can be provided to indicate independent PDU set (e.g. IDR frame) to allow RAN to attempt delivery of this PDU set even when PSDB can’t be met. Both should be supported. Overall, Server should have the capability to help RAN on how to discard the PDU set or deliver PDU set to the receiver.


2.2 FEC use case

As captured in [ref#1], Meta uses proprietary Reed-Solomon (RS) code implementation and also that RS code and FlexFEC can dynamically switch with each other as well as be compatible with temporal layering.  The algorithm works in the way that the sender uses the bandwidth estimation and feedback from the receiver to determine how FEC is applied and what codec rate to use.  This check is adjustable (e.g, 100ms intervals).

Observation#4: FEC ratio is dynamic based on feedback signal and encoder algorithm. 

Observation#5: Current FEC application and source codec rate does not account for the “intentional” dropping behavior by RAN. This means the encoder will treat it as a congestion signal (due to missing packet) which means lowering the codec rate which causes bad QoE.

If the goal is to save Uu bandwidth due to FEC awareness by RAN, the alternative is for RAN to indicate link quality information (e.g., suggested sending rate, link quality) back to source so encoder can adjust rate proactively. 

Proposal [2]: RAN should not perform intentional dropping as this impacts the existing FEC implementation. If this is supported by 3GPP, it should only be controlled by the sender (server) whether RAN can actively drop packets or not due to FEC awareness, and support of dynamic FEC ratio would be required.

Proposal [3]: If “intentional dropping” is performed by RAN, a feedback mechanism to encoder is required to ensure the encoder is aware of the reasons (e.g., congestion, link quality, suggested sending rate) for “intentional dropping” so it can self-regulate. 

3. Recommendation
Draft the LS response to SA2 based on the above proposals.


[bookmark: _vysghd3qmb61]Annex

[ref#1]:  https://atscaleconference.com/enhancing-video-network-resiliency-with-ltr-and-rs-code/
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Figure 1: Video freeze caused by packet loss
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Figure 2: How LTR help with video freeze with packet loss




