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1	Introduction
In the e-meeting #110 we kick started discussions about the audio considerations in ITT4RT. In this discussion many open questions arose in the way audio might be captured, transmitted and rendered in ITT4RT. This document intends to structure those open questions and outlines the different considerations and requirements we face relating to audio in ITT4RT.
2	Audio Use Case / Overview
Currently the PD[1] specifies ITT4RT “…to enable scenarios with two-way audio and one-way immersive video, e.g., a remote single user wearing an HMD participates to a conference will send audio and optionally 2D video (e.g., of a presentation, screen sharing and/or a capture of the user itself), but receives stereo or immersive voice/audio and immersive video captured by an omnidirectional camera in a conference room…” further “in case the IVAS codec cannot be finalized in the time frame of this work item, this work will provide only limited support for immersive voice/audio using the EVS codec based on multi-mono EVS coding…”.
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Figure A1: ITT4RT audio related use case actors and audio (/video) stream connections

Figure A1 (of this contribution) is a redraw of Figure 2.1 from the PD including more details and aspects relating to audio. The figure shows the simplified use case we consider in ITT4RT (i.e. a remote VR user can connect into the conference room). While the conference room streams 360 video and either stereo or immersive audio to the remote participant, while the remote participant might simply send mono audio. Further we can assume that two VR remote users might also be connected sending mono audio to each other.
Further for any VR experience we can assume that the audio of an environment should be consistent with the visuals of an environment, both spatially and temporally. This means that any audio source needs to be placed into the virtual environment and render according to the properties of the room (i.e. reflection and reverb). We expect three types of audio to be rendered in the VR experience:
· Audio of the conference room (stereo or immersive)
· Audio form overlay content (mono or stereo?)
· Audio of remote users (mono or stereo?)
2.1 Considerations:
1. What are the formats that need to be supported for transmitting VR user audio streams (is simply mono audio enough)?
a. We can assume that the users voice will be captured with a microphone integrated in the VR HMD. 
b. However, we might also need to consider the case of rendering the VR environment on a traditional screen or a 2D mobile phone screen, in this case audio would be captured with a separate microphone approximately around the rendering display.
2. What are the formats that need to be considered for transmitting the Conference Room audio (the work description states stereo and immersive audio)?
a. Is it enough to consider the microphone to be integrated into the 360-degree camera or does one or multiple microphones be position in a different way?
3. At which position in the 360 / VR space will the room audio be rendered?
a. We can assume that in the case of immersive audio the audio will be rendered directly according to the encoding.
b. In case of stereo audio, we need to render audio at a certain position in the VR environment (or in a way that matches the viewport of the user).
c. Further do we need to consider other audio tracks (within the immersive encoding or transmitted separately), i.e. audio from a video or presentation overlays?
d. In the case of overlay audio tracks will it be enough to position them based on the overlay rendering position (i.e. OMAF metadata)?
4. At which position in the 360 / VR space will audio from remote VR user be rendered?
5. What audio playout system do we need to consider in the conference room?
a. We can assume the following playout systems:
i. Surround system audio playback (i.e. 5.1 speaker system) in the room
ii. Stereo speaker system in the room
iii. Simply mono speaker on the table (i.e. Jabra speaker)
6. How will the audio from remote VR users be rendered into the conference room?
7. What is appropriate metadata to ensure proper spatial and temporal rendering according to the room in the virtual environment (reflection and reverb)?
8. What are other audio considerations (in particular in respect to EVS) that we need to fulfill in ITT4RT?
2.2 Requirements
Based on the discussion of the considerations we might need to address the following requirements: 
· “It is recommended that MTSI and IMS Telepresence endpoints support codec, protocol and transport capabilities relevant for encoding, delivery and consumption of immersive speech/audio and immersive video” [1] This requirement is already in the PD but needs more details for the normative work we want to address, i.e.:
· SDP signaling of audio capabilities
· supported codecs for conference room audio transmission
· supported codecs for remote VR user audio transmission
· user position of VR users in VR scene (and conference room)
· [bookmark: _heading=h.gjdgxs]audio properties of the conference room in VR (I.e. audio reflective behavior of rendering environment)
4	Conclusion / Proposal
With this contribution we propose to clarify the questions under the considerations section (2.1) and where possible agree on a more concrete set of audio requirements in order to create the dedicated solutions for audio transmission in ITT4RT. 
Based on this we propose to add an audio chapter into the PD with the following content:
· audio related use case (as in this document)
· requirements consideration (based on the question in 2.1 and the agreements of the discussion)
· possible solutions (addressing the requirements and linked to the existing solutions in TS 26.114 and TS 26.223)
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