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1
Introduction
The document is to further clarify the new FS_MNE_SR study item based on the discussion in SA4#110-e meeting

2
Video Services and Super Resolution 
2.1
Insufficient uplink resources
Compared with the voice and video call services, the data services have become the main revenue of the most telecom operators. Although the traffic model of the data services is different from that of the calls services, these telecom operators mainly follow that of the data services when planning and deploying base stations. According to the current Market Surveys as below, it is obvious that the uplink resources is much smaller that the downlink resources in both 4G and 5G.
Table 2.1: Overview of Uplink and Downlink Resource[1],[2]
	
	4G
	5G

	
	TDD
	FDD
	TDD
	FDD

	Uplink Data Rate at the edge of Single Carrier
	256Kbps
	1Mbps
	3~5Mbps
	---

	Downlink Data Rate at the edge of Single Carrier
	1Mbps
	4Mbps
	100Mbps
	---

	Peak Uplink Network Speed
	568Mbps
	2Gbps
	---

	Peak Downlink Network Speed
	1.2Gbps
	5Gbps
	---


Note1: The above data from the telecom operator basically reflect the characteristics of wireless resources of base stations.
Note2: The corresponding data in FDD of 5G has not yet been released.

However, the traffic models of the voice and video call services are usually symmetrical in uplink and downlink. For example, the typical bitrate for the media streaming with 720p30 is 2~3 Mbps and that of the media streaming with 1080p60 is 5~8 Mbps. Generally, the video calls consume much more bandwidth resources than the voice calls. With the rapid growth of the new services relevant for video such as XR, more and more bandwidth resources are required.

It is more possible that uplink bandwidth resources especially for video calls become insufficient and even lack in the asymmetrical model as showed in Table 2.1. 
In addition, the video services related to OTT and Uplink Streaming may also encounter the same problems, given the limited uplink network resources.
2.2
Existing methods coping with insufficient resources

Accordingly, there are kinds of approaches to decrease the bandwidth resources requirements facing this problem. For example, for video calls, the local party starts a video call and may choose a resolution more suitable for his terminal when negotiating media parameters with the remote party. For another example, the local party may adjust bitrate/resolution during an ongoing video session once network coverage becomes bad and/or congestion occurs.
2.2.1
Image Attribute Negotiation for Video

Considering that the sending and receiving parties are usually able to support one or more image sizes, they can negotiate the image sizes using the "imageattr" SDP attribute defined in IETF RFC6236 [4]. 
There are detailed examples to show how to use the attribute as described in Annex A.4.4a of TS 26.114 [3]. By default, it is able to encode and decode video of the same image size for the two parties simultaneously at the conditions. For example, the sending party offers four image sizes (i.e. 176x144, 224x176, 272x224 and 320x240) for both send and receive directions but prefers 272x224 for receive direction. Then, if the receiving party can support 272x224 it includes 272x224 for both send and receive directions. If not, it includes one of the other three for the two directions.
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Figure 2.2.1-1 Example 1 SDP O/A
However, if the receiving party has different preferred image size, it includes 320x240 as preferred and 272x224 as fallback for the receive direction. The receiving party can be potentially implied to encode/decode video of the different image size simultaneously but it is unsure whether the sending party can support that. Therefore, there needs a second SDP O/A to confirm that the sending party is able to do that, as shown in Table A.4.12 of 3GPP TS 26.114 [3].
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Figure 2.2.1-2 Example 2 second SDP O/A
Actually, larger image sizes require more bandwidth resources. Based on the discussion in clause 2.1, if the uplink resources are relatively smaller but the downlink resources are rich, there can be two options about video calls as below:

a) the sending party uses the same and smaller image size for send and receive direction by default;

b) the sending party uses a smaller image size for send direction and a larger image size for receive direction if both the two parties support encode/decode video of different image sizes simultaneously.

As discussed in the above two options, it is necessary to make a trade-off between bandwidth resources saving and user experiences improvement. Compared with option a), it seems that option b) is more compatible with the asymmetrical traffic model of wireless network resources and can provide better user experiences just in the receive direction, but an additional SDP O/A is required because no SDP attribute can clearly indicate whether the sending/receive party is able to encode/decode video of different image size simultaneously at the conditions.
2.2.2
Dynamic Adaptation for Video

In order to cope with the dynamic changes of network resources and optimize the session quality, multiple adaptive mechanisms are defined in clause 10 of TS 26.114 [3]: bit-rate, packet-rate and error resilience adaptation. They have long-term and short-term goal. The former is to be a restoration of the session quality to the originally negotiated quality. The latter is to maximize the session quality which is still a lower session quality compared to the original, limited the current transport characteristics.
As discussed in Annex C of TS 26.114 [3]. These adaptive mechanisms represent different ways to adapt to the current transport characteristics.

a) Bit-rate adaptation: Reducing the bit-rate is the first action done whenever a measurement indicating that action is needed to further optimize the session quality. A bit-rate reduction will reduce the utilization of the network resources to transmit the data;

b) Packet-rate adaptation: Reducing the packet-rate adaptation, which may be suitable in some scenarios, is a second measure available to further adapt to the transport characteristics. A packet rate reduction will reduce the protocol overhead and finally reduce the total bit-rate needed for the session;

c) Error resilience: The use of error resilience adaptation can be the last adaptive measure. It cannot reduce the amount of bits needed to be transmitted but transmit the data in a more robust way.

Combined with the discussion in clause 2.1, these adaptive mechanisms may be triggered once the network resources becomes lack if the two parties of a session are able to support one or more of them. For example, the bit-rate adaptation is triggered and then the two parties adopt a recommended bit-rate which is lower than the originally negotiated bit-rate. 

Actually, this adaptation should maintain a balance between spatial quality and temporal resolution, which matches the bit-rate and image size. A set of resolutions, bitrates and settings used for high-quality H.264 video encoding are described in [10]. The corresponding choices between resolutions and bitrates for non-widescreen content is given as followed:

Table 2.2: Example of Corresponding Choices between Resolutions and Bitrates for Non-widescreen Content [10]
	Name
	Resolution
	Bitrate(Mbps)
	Video(kbps)
	Audio(kbps)

	720p
	960x720
	1.92
	1856
	64

	1080p
	1440x1080
	3.84
	3712
	128


Therefore, it may be more reasonable to appropriately adapt the image size while adapting the bit-rate using the above adaptation mechanisms in order to obtain a relatively professional videos especially in the limited network resources.
Editor's note1: The receiving party can decode the media streams to get their image sizes via SPS/VPS parameters. However, as described in IETF RFC6236 [4], allowing negotiation of the image size provides a number of benefits such as less image distortion, reduced receiver complexity, optimal quality for the given bitrate, memory requirement and optimal aspect ratio.
Editor's note2: As defined in clause 6.2 of 3GPP TS 29.213 [12] and clause 5.4 of 3GPP TS 23.401 [13], negotiation of the image size with bit-rate together can help to determine the GBR/MBR in order to further reserve the corresponding bandwidth resources in advance.
2.3
Super Resolution
As discussed in clause 2.2, it recommends to use lower resolution/bit-rate when network coverage becomes bad or the congestion occurs, but the user experiences may be not good accordingly. Super Resolution technologies can recover high resolution video contents from the low ones and then help to improve user experiences especially in insufficient bandwidth resources.





c) 
d) 


2. 3.1
Background of Super Resolution

Super-Resolution (SR) initially focuses on single image super resolution (SISR), and later extends to video super resolution. It is to aim at recovering a high-resolution (HR) image or video from its low-resolution (LR) version. 
Image and video SR, which have long-standing challenges of media processing and computer vision, have drawn growing attention in both the research community and industry. The researchers have developed many SR methods. They can be basically three categories: interpolation-based methods, variational super resolution approaches that utilize temporal information but do not require any training data, and deep learning methods.
For SISR, where only spatial dimension needs to be considered, the corresponding methods exploit inherent image redundancy in the form of local correlations to recover lost high-frequency details mainly by the first types of methods. 
In contrast to SISR, video signals vary in both spatial and temporal dimensions. In other words, video SR has to consider both the intra-frame spatial relation and the inter-frame temporal relation. Furthermore, the human vision system is more sensitive to motion based on the researches in vision system. Therefore, video SR algorithms are very necessary to capture and model the impact of motion information on visual perception. To achieve this goal and produce an enhanced, visually high resolution video within an acceptable runtime, a lot of video SR algorithms are proposed in [5-8]. Some focus on high image quality, and the others focus on computational efficiency. 
With the popularity and recent breakthroughs of deep learning and convolutional neural networks, researchers have promoted learning-based methods for video SR and made a better balance between image quality and computational efficiency. For example, a temporal adaptive neural network is proposed to be able to robustly handle various types of motion and adaptively select the optimal range of temporal dependency to alleviate the detrimental effect of erroneous motion estimation between consecutive frames. The corresponding model obtains the robustness to imperfect motion compensation through network learning, instead of simply boosting optical flow quality by using computationally more expensive methods as in [8], or extracting motion information only from a single fixed temporal scale as in [9].
2. 3.2
Super Resolution proposed in Video Services
As mentioned in clause 2. 2, a lot of algorithms have been developed for video SR and further promote more applications and solutions related to image/video post-processing in many fields such as image compression, medical imaging, remote sensing imaging, public placement, and video perception. 
However, video SR has not been introduced in real-time communication and streaming media yet. If their algorithms can be integrated in the terminals and/or the network entities, it is able to help to improve user experiences in video services (such as video calls and uplink streaming).
To meet the need, there may be the following options on introducing SR in video services,:

a) one terminal which can integrate video SR algorithms -is able to recover high resolution video content from its receiving low version originated the other as shown in a) of Figure 2.2;

b) the network entities  which can integrate video SR algorithms are able to recover high resolution video contents from their receiving low versions respectively originated the two parties as shown in b) of Figure 2.2;
c) both a) and b) 
The SR algorithms can be integrated to terminals depending on their capabilities, under this circumstance, signalling extension is needed to ensure local party (knows its own SR capability) know the capability of a remote party to proper select the resolution according to the network resources. Considering the diversity of terminals and the different video SR algorithms, e.g. deep learning based algorithms (realized using AI chips) which can achieve more performance but larger power consumption and/or heavier computational cost needed, SR capability can be integrated to the network entities in such situations. 
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a)  SR introduced and realized in UE                                 b) SR introduced and realized in network

Figure 2.3-1 Different SR implementation in video calls flow
If option b) and/or c) are to be achieved, it is essential for the terminals and network entities supporting SR to first negotiate the capabilities related to SR (such as an indication for supporting SR and a resolution range for SR) for send and receive directions when a video session is initiated. Then, it is possible that some basic metadata from the local party needs to be transferred to the network entities and/or the remote party to help to recover high resolution media streams because of different SR algorithms integrated in the network entities and/or the two parties. Furthermore, it is also necessary to identify whether these t entities s are able to support encode/decode video of different image sizes simultaneously. If not, it only can be recovered the same high resolution media streams from the send and receive directions. 
In addition, when more than one network entities and/or terminals can support video SR algorithms, it is to determine which one to perform SR in order to achieve less bandwidth resources both send and receive directions.
3
Conclusion
On the one hand, video services have to use lower resolution when bandwidth resources especially uplink ones becomes lack. On the other hand, video SR aims at recovering high-resolution images from a sequence of low-resolution ones. Therefore, it is reasonable that video SR can be introduced in video services and help to improve user experiences. To achieve this goal, three important sub-problems are to be answered: 

a) how to identify whether a terminal can support encode/decode video of different image sizes simultaneously;

b) how to develop the capabilities related to video SR and then negotiate them during the establishment and/or update of video sessions;

c) how to define basic metadata to help to recover high resolution media streams because of different video SR algorithms; 
d) how to determine which node supporting video SR to perform to recover high resolution video from the lower one in order to make a better balance between user experience and resource consumption.
The author of the present contribution are investing the great effort to achieve this goal.
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