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FIRST CHANGE
2	References
[DASH9]	Dynamic adaptive streaming over HTTP (DASH) – Part 9: Redundant Encoding and Packaging for segmented live media (REaP), https://www.mpeg.org/standards/MPEG-DASH/9/
SECOND CHANGE
5.x	Multi-CDN and Multi-Access Media Delivery
[bookmark: _Toc131150935]5.x.1	Description
5.x.1.1	Introduction
Media streaming applications traditionally obtain content from a single source over a single path within a network. This imposes several limitations:
1.	Performance is constrained to that of the source and path chosen. Whatever the limits on network bandwidth and latency between the client and that source are directly translated to the client’s achievable Quality of Service (QoS) and Quality of Experience (QoE).
2	Disruptions or degraded performance caused by the source in use or on any of the network links between the client and source can lead to poor user experience, often in the form of lower playback quality, rebuffering, or complete playback failure.
This study considers integration of different technologies into the 5G Media Streaming System that addresses these, and similar, issues by allowing media streaming applications to efficiently access content across multiple Content Delivery Networks (CDNs) and/or multiple access networks. Different client implementations may then beneficially use the content on these multiple sources or networks concurrently, potentially guided by service or network provider. In addition, formats and techniques for generating content for multiple CDN or multiple access network delivery such as MPEG-DASH Part 9 (ReAP) [DASH9] may be considered. Further extensions include the ability for a client to use multiple access networks at the same time to support media delivery. Study of integration of different technologies into the 5G Media Streaming System is of relevance to address content provisioning, content hosting, impacts on user plane reference points M2 and M4, and on media session handling at reference point M5 as well as potential benefits in terms of quality and resource usage.	Comment by Thomas Stockhammer: Are we excluding client-based switching as well as technologies such as Content Steering right away. I suggest to remove this.	Comment by Cloud, Jason: Discussion has been generalized to ensure that no potential technologies and/or solutions are excluded by default.	Comment by Thomas Stockhammer: This is now the generic issue and contradicts to some of the above. In general this should upfront.
5.x.1.2	Multi-CDN media delivery
Content Delivery Networks (CDNs) are often used by content distributors to globally scale delivery of their content to end-users. These networks consist of a number of Points of Presence (PoPs) located at various locations around the networks’ edge. These PoPs help load-balance delivery of content as well as improve Quality of Service (QoS) by reducing the distance/latency between every client and the content they are accessing. In many cases, content distributors employ multiple CDNs to leverage the strengths of one CDN over another in every location those CDNs have a PoP. For example, a client experiencing degraded performance while using one CDN may switch to another that is offering better performance at that time and location. As another example, a content distributor may prefer one CDN over another at a given time to reduce delivery costs and/or meet monthly contractual commitments. These Multi-CDN deployments aim to solve content delivery issues that exist when only one CDN is used; but the benefits they provide are oftenmay not be fully realized because of the various challenges experienced and underlying methods used to stream content to every client.
Whether or not a content distributor is using a Multi-CDN deployment, content is streamed to a client from a single source (or PoP) at any given time. Multi-CDN deployments allow content distributors to steer clients from one source to another, but current implementations still only allow content to be streamed from one source at a time. This imposes several limitations. First, performance is constrained to that of the source that was chosen. Whatever the limits on network bandwidth and latency between the client and that source are directly translated to the clients’ achievable QoS and Quality of Experience (QoE). Second, disruptions or degraded performance caused by the source in use or on any of the network links between the client and source can lead to poor user experience in the form of lower playback quality, rebuffering, or complete playback failure. Multi-CDN switching techniques are a common approach to mitigate these challenges; but they are often too slow to react to disruptions or degraded performance and are only good enough to prevent major, long-term disruptions from impacting end-user quality.
An example of degraded QoS that commonly occurs is shown in Figure 5.2.1-1 where the time-to-first-byte (TTFB) for HTTP requests sent to three different CDNs are illustrated by the lines and complete HTTP request failures are illustrated as markers. In this example, the nominal TTFB for all three CDNs is in the range of 200 to 300 ms. However, one of the CDNs first experiences a significant increase in the TTFB to over 5500 ms followed by three request failures. Following this short duration of degraded performance, performance for that CDN returns to normal. The total duration of degraded performance for this specific example was only 30 seconds.
Challenges Multi-CDN deployments and architectures aim to address may include:
1.	Sustained CDN-/network-wide service disruptions where network access, connectivity or QoS is severely degraded. An example may include cases where an entire CDN’s network is degraded because of a network-wide misconfiguration. The duration of these events may last minutes to hours and affect a majority of the client population.
2.	Intermittent or short-term disruptions affecting QoS for an individual or small group of clients. Examples include short periods of congestion within the network, isolated HTTP request/response failures or delays caused by application server congestion, etc.

3.	Augmentation of one CDN's performance with that of another to achieve a level of performance that neither can provide on its own. An example is a peer-to-peer CDN where each peer has limited uplink capacity and is unable to satisfactorily service client demand on its own.
5.x.1.3	Multi-access dedia delivery
Multi-Aaccess media delivery is a different approach aimed at improving media streaming QoS and QoE while also helping to solve content delivery issues that exists when only one network interface/access network is used. also impacted by similar challenges. Typically, mMedia is traditionally streamed via only one client network interface/access network (e.g., Wi‑Fi, 5G, etc.) at a time, even when multiple are available. A client may only switch between these network interfaces/access networks when the one in use becomes unusable.. A process that often has significant negative impacts to the media application’s QoE. Multi-access media delivery aims to mitigate issues like these by utilizing every network interface/access network available to the client. 
Challenges that multi-access architectures aim to address may include:
1.	When performance on one access network is degraded, clients may switch to using another, more performant, one. Disruptions to QoS and QoE resulting from degraded performance or loss of availability of one or more network interfaces/access networks. An example is disruption such as significant delays and loss of throughput caused during tThe process of switching from one access network to another is often disruptive causing significant delays as transport layer connections are destroyed and re-established to successfully access the required content.
2.	Inability to efficiently utilize multiple network interfaces/access networks concurrently to achieve a target QoS or QoE. An example is the inability of clients to effectively utilize its connection with a secondary, reliable but high-cost, 5G access network in support of the primary, unreliable but inexpensive, access network using Wi-Fi.
[bookmark: _Toc131150939]5.x.2	Collaboration Scenarios
[bookmark: _Toc131150940]5.x.2.1	Multi-CDN Mmedia Ddelivery
In this scenario, the 5GMSd Client requests adaptive media streaming content from 2two or more 5GMSd Application Servers (AS), which will have partially distinct M4 downlink transports. The Client may choose one 5GMSd AS or use multiple simultaneously. This allows the client to distribute network load across Application Serverses and M4 downlink transports, optimize costs, and as well as improve QoS.	Comment by Thomas Stockhammer: What does it mean network load. The network load will be the same as it is expected that you go through the same UPF and so on.	Comment by Cloud, Jason: Network load in this context refers to the amount of data transferred to support a media applications’ QoS/QoE requirements. Consider cases where ASes are not colocated within the network and multiple ASes are being used simultaneously to support a single streaming session. The network load can be distributed across these multiple ASes. Furthermore, the paths through the network between the client and each AS will diverge at some point (upstream of the UPF for example). This also provides an opportunity to distribute network load so that it can be appropriately distributed across network links if so desired.
The client’s mMedia sSession Hhandler discovers the URLs of these aApplication sServers from the 5GMSd Application Function (AF), either through a mMedia eEntry pPoint or from a separate piece of metadata. QoE metrics from the client may be used by the AF to determine the best aApplication sServer(s) for each client to use when streaming media.	Comment by Thomas Stockhammer: Why do we involve the Media Session Handler at all. It seems that this should be M4 procedures only.	Comment by Cloud, Jason: It is my understanding that a key function of the media handler (see TS 26.501 Section 4.2.2) is to provide network assistance and service URL handling. Both functions are likely needed to support multi-CDN and multi-access deployments. As a consequence, isolating this study to only M4 procedures is not sufficient.	Comment by Richard Bradbury (2024-04-18): This is actually part of the solution, I think.
Figure 5.x.2.1-1 shows the client communicating with multiple Application Servers. Each AS has no direct communication with its peers;, rather it communicates (minimally) with the Application Provider and with the 5GMSd AF (not depicted) via reference point M3d.
[image: ]
Figure 5.x.2.1-1: Multi-CDN media delivery within 5G system
5.x.2.2	Multi-access media delivery
In this scenario, the 5GMSd Client is directly connected to multiple data, or access, networks (e.g., an unmanaged Wi‑Fi network and the 5G network). The client requests adaptive media streaming content from one 5GMSd Application Servers. The Client may choose one or use multiple access networks simultaneously. This allows the client to distribute network load across access networks, optimize costs, as well as improve QoS.
The client’s Media Session Handler discovers the URL of the Application Server from the 5GMSd Application Function (AF), either through a Media Entry Point or from a separate piece of metadata.
Figure 5.x.2.2-1 shows the client communicating with a single Application Servers through different data networks. Neither data network has direct communication with its peers; and the 5GMSd AS communicates (minimally) with the Application Provider at reference point M2 and with the 5GMSd AF (not depicted) via reference point M3d.
[image: A diagram of a network
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Figure 5.x.2.2-1: Multi-access media delivery within 5G system

5.x.2.32	Joint Multi-CDN and Multi-Aaccess Mmedia Ddelivery
In this scenario, the 5GMSd Client is directly connected to multiple data, or access, networks (e.g., an unmanaged Wi‑Fi network and the 5G network). The client requests adaptive media streaming content from 2two or more 5GMSd Application Servers (AS), which will have partially distinct M4 downlink transports. The Client may choose one or use multiple simultaneously. This allows the client to distribute network load across access networks and Application Serverses, optimize costs, and as well as improve QoS.	Comment by Richard Bradbury (2024-04-18): The general case of multi-access is accessing the same AS via two different paths. It would be good to depict this possibility on a modified figure.
Accessing different Application Servers via different paths is really a more complex combination of the two ideas, and should  probably be moved to a new clause called "Combining multi-access media delivery with multi-CDN media delivery". The second figure is depicting this case, I think.	Comment by Cloud, Jason: See previous comment.
The client’s mMedia sSession hHandler discovers the URLs of these aApplication sServers from the 5GMSd Application Function (AF), either through a mMedia eEntry pPoint or from a separate piece of metadata. QoE metrics from the client may be used by the AF to determine the best aApplication sServer(s) for each client to use when streaming media.	Comment by Richard Bradbury (2024-04-18): Solution?
Figure 5.x.2.32-1 shows the client communicating with multiple Application Servers through different data networks. Neither data network nor AS has direct communication with its peers. Rather each 5GMSd AS communicates (minimally) with the Application Provider at reference point M2 and with the 5GMSd AF (not depicted) via reference point M3d.
[image: ]
Figure 5.x.2.32-1: Multi-Aaccess media delivery within 5G system
[bookmark: _Toc131150943]5.x.3	Architecture Mapping
[bookmark: _Toc131150944]5.x.4	High-level Call Flow
5.x.5	Gap Analysis and Requirements
[bookmark: _Toc131150952]5.x.6	Candidate Solutions
[bookmark: _Toc131150964]5.x.7	Summary and Conclusions
END OF CHANGES
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