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=====  CHANGE  =====
[bookmark: _Toc120623888]6.5	Key Issue #5: Compute distribution across UE and network for tethered glasses
[bookmark: _Toc120623889]6.5.1	Introduction
In the tethered display AR Glasses context, the compute functions are distributed across the AR Glasses, as well as possibly the UE (phone) and the network. Even within the network the compute may be done in an edge or in the cloud.  The decision how to distribute the compute across different network entities highly depends on the use case and application, the available capabilities in different network entities, the available network connections, economical reasons and possibly many other constraints. Generally, the situation may even change over time, for example due to changes in the application, varying network connections or load re-distribution. It is not expected that a specification will solve the distribution of the compute resources. However, what is essential is that the decision making entity has as much static and dynamic information in order to make informed decisions. 
This clause provides some background on different distribution scenarios. The main focus is the derivation of relevant static and dynamic status and capability information to establish proper work flows.
parts of the compute may be done on the UE (phone) and other parts may be done in the network. As an example, split rendering may be applied between the phone and the network. Such a distributed workflow may provide benefits in terms of complexity and supported applications, but also result in drawbacks in terms of latency, etc. 
This clause discusses the workflow and provides relevant conclusions for such an architecture.
Editor’s Note: This clause relies on conclusions in clause 6.4
6.5.2	Background
6.5.3	Assumptions
6.5.4	Problem Statement
6.5.5	Potential Solutions
6.5.6	Conclusions

