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Architecture for enabling edge applications
[TR‑SA4] already summarises the architecture for edge applications from [TS-SA6]:
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Figure 1: SA6 Edge data network architecture
A client-centric view of edge applications is specified in which an Application Client running in the UE discovers Edge Application Servers in an Edge Data Network by first using a client-side Edge Enabler Client component to query a service discovery function called the Edge Enabler Server. (It is assumed that Edge Application Servers have previously registered themselves with an Edge Enabler Server.)
In [S4‑201415] Samsung reports that the EAS discovery interaction by the Application Client at interfaces EDGE‑5, EDGE‑1 includes a specification of the desired service KPIs (compute, graphical compute, memory, storage and network bandwidth). But it is unclear whether this interaction is intended to spawn an EAS instance in the Edge Data Network on demand, or just to locate a suitable instance that is already running. And it is unclear whether the service KPIs need to be specified by the Application Client in all circumstances. In the majority of media processing Use Cases, it seems more appropriate for service KPIs to be determined by the service provider, not by the service consumer.
Enhancement of support for Edge Computing in 5G Core network (5GC)
In [S4‑201364] Huawei and HiSilicon summarise the current state of thinking in [TR-SA2] to support connectivity between Edge Clients and Edge Application Servers in mobility scenarios.


Figure 2: 5GC Connectivity Models for Edge Computing
Three different options for managing PDU Session anchor points are proposed:
1. Distributed anchor point, where the UE’s default PDU Session is anchored deep in the 5GC network at a point “local” to the UE. To ensure that traffic routing remains optimal as the UE moves around, an explicit re-anchoring procedure is invoked to move this anchor point to a more proximate “local” site.
· In this solution, DNS is used to resolve the service endpoint address (DNS name) to the appropriate IP address, but there is some additional cleverness whereby the SMF applies PCC rules at session level. There is also talk of URSP rules and a dedicated DNN.
2. Session breakout, where the UE’s default PDU Session is anchored in two separate locations simultaneously: one “local” to the UE and the other more centrally in the 5GC. All IP traffic is routed via the “local” anchor point. This “local” anchor point is re-anchored as above in mobility scenarios.
· A local DNS resolver is provided in the 5GC network and this co-ordinates with the EAS discovery mechanism specified by SA6 (see section 2 above) to resolve the service endpoint address (DNS name) to the IP address of the “local” Edge Application Sever. There is also interaction with the SMF in this dance.
3. Multiple PDU Sessions, where Edge Computing applications are routed down an additional PDU Session with a “local” anchor point while other traffic continues to be routed down a centrally anchored PDU Session, as now. Again, the “local” anchor point is re-anchored in mobility scenarios.
· DNS tricks are used to resolve the service endpoint address to the IP address of the “local” Edge Application Server under AF control. Interactions with the PCF ensure that appropriate URSP rules are in place to route traffic down the correct PDU Session.
The interim conclusion of Key Issue #2 is that a dynamic DNS server function called LDNSR will be provided in the 5G Core to support the steering of traffic from Application Clients to the most appropriate instance of an Edge Application Server offering a logical service endpoint address (DNS name).
· This appears to assume that the Application Client periodically re-resolves the DNS service endpoint name as the UE moves around so as to ensure that it is always connecting to the most “local” instance of its Edge Application Server. In the absence of “anycast” IP addressing, this would require applications to be modified to periodically re-resolve DNS host names and reconnect to the new IP endpoint. This requirement will be unpalatable to media streaming application developers.
· DNS-based solutions are vulnerable to the UE being reconfigured to use a different DNS server from the one provided by the 5G System. Any application or application library using DNS-over-TCP (DoT) or DNS-over-HTTPS (DoH) will also defeat the proposed traffic steering mechanisms.
Enhancements of edge computing management
In [S4aI201089] (a resubmission of S4-201373), Tencent summarises the current status of [TR-SA5]. (This is intended to eventually update clause 4.4 of [TR-SA4].)


Figure 3: Relationship of service providers in the edge computing network deployment
The working assumption is that an Application Service Provider will provision Edge Application Servers in one or more Edge Data Networks, the latter potentially operated by Edge Computing Service Providers.
Each instance of an Edge Application Server is deployed in one (or more) Edge Data Networks and its availability is advertised via the discovery function (the Edge Enabler Service), in line with the SA6 architecture. As noted in section 2 above, it is unclear whether the Edge Enabler Client in the UE can only discover already running EAS instances.
[TR‑SA5] lays out two alternative potential solutions for management and orchestration of Edge Application Server instances. Both approaches are service-centric, in contrast to the client-centric model advocated in [TR‑SA6].


Figure 4: SA5 proposed solution for EAS lifecycle management via LCM MnS
In clause 7.1 of [TR-SA5] the Application Service Provider interacts with the Edge Computing Service Provider’s management system to provision a new Edge Application Server (reproduced in Figure 4 above) and the Application Service Provider is therefore assumed to have no knowledge of the PLMN. 
The Application Provider specifies the VNF binary image and its minimum resource requirements for execution (virtual CPU, RAM, disk, etc.), the target service area and network QoS requirements. (This is analogous to the Domain Descriptor in conventional edge computing platforms.) The Edge Computing Service Provider then determines how many instance(s) of the Edge Application Server should be instantiated to meet the specified QoS requirements, and where best in the Edge Data Network to instantiate them.
· This assumes that there is one business relationship between the PLMN and the ECSP and that the Application Service Provider only has a business relationship with the ECSP. This is at odds with the 5G Media Streaming architecture where the 5GMS Application Provider has a direct relationship with the 5GMS System operator (M1 provisioning interface).


Figure 5: SA5 proposed solution for EAS lifecycle management via provisioning MnS

In clause 7.2 of [TR-SA5] the Application Service Provider instead interacts with the PLMN’s management system to provision a new Edge Application Server (reproduced in Figure 5 above – note the different label of the green box).
The set of information passed to the management system is similar to the previous case, but it is additionally assumed that the Application Service Provider has some knowledge of the PLMN and can therefore provision the EAS more explicitly using this knowledge, for example by specifying individual Cell IDs or Tracking Areas for the target service area. There is also mention of the concept of “affinity” with other Edge Application Servers for more complex placement of composite service chains and support for the migration of service state from one instance of an EAS instance to another, either in the same Edge Computing Service Platform, or perhaps even across Edge Computing Service Platform boundaries.
· This approach seems more in keeping with the 5G Media Streaming architecture. The 5GMS Application Function would act in the role of a special MNO-internal Application Service Provider in this case when provisioning 5GMS Application Server instances as Edge Application Servers in the Edge Computing Service Provider’s platform.
· It is assumed that this second approach still embraces the possibility that the Edge Application Servers are instantiated in one or more Edge Computing Service Provider platforms, but this isn’t definitively stated in clause 7.2 of [TR‑SA5].
Details on EMSA architecture mapping
In [S4aI201091] (a resubmission of late contribution S4-201355) Qualcomm proposes a mapping between entities in the 5G Media Streaming architecture and those in the SA6 application architecture for edge computing:
[image: ]
Figure 4: Mapping of 5G Media Streaming architecture onto edge application architecture proposed in [S4-201355]
1. The Edge Application Server is mapped to the 5GMS Application Server.
· This seems reasonable, but with the important caveat that the 5GMS AS is just one special case of an Edge Application Server operated by the MNO itself. There is a potentially infinite variety of different types of Edge Application Server that can be deployed in the Edge Data Network.
· In addition to Content Hosting (the primary Release 16 5GMS feature), a future 5GMS AS may fulfil additional common user plane media roles for downlink/uplink media streaming, such as those already documented as Use Cases in [TR‑SA4]. The documented roles are naturally well suited to deployment in an Edge Data Network.
· There is an open question about which additional media manipulations are sufficiently common to be standardised as 5GMS AS features, and which ones are so application-specific that they would be better realised as bespoke Edge Application Servers outside the scope of 5G Media Streaming.
· SA4 needs to analyse the Use Cases, boil them down into a set of logical sub-functions, and then decide in each case whether to include each sub-function within the expanded feature set of a Release 17 5GMS Application Server.
· Something akin to the Content Distribution configuration in the Content Hosting Configuration could be used as the service endpoint address (DNS name) for each user-facing sub-function at interface M4, and these need to be registered with the DNS-based traffic steering mechanism eventually specified by SA2.
2. The Edge Enabler Server is “part of” the 5GMS Application Function.
· This proposed mapping is problematic because it implies that the Edge Computing feature can never be deployed in a 5G System that does not also deploy the 5G Media Streaming feature. At most, these two distinct functions may optionally be co-located for deployment convenience.
· The consequence of this is a need to specify a control interface between the two functions that allows the 5GMS AF to register instances of the 5GMS AS with the Edge Enabler Sever. The 5GMS AF acts in the role of a special MNO-internal Application Service Provider on behalf of 5GMS Application Providers. Perhaps interface EDGE‑2 can be used for this purpose?
3. The Edge Enabler Client is “is suitable for integration as part of the Media Session Handler”, i.e. mapped to the 5GMS Client.
· Again, it would be reasonable to co-locate these two entities in a UE middleware implementation, but they should be depicted as separate entities in the architecture to allow then to be deployed independently of one another.
· Without further analysis, it is not clear that the Edge Enabler Client is needed at all in the case of 5G Media Streaming. Existing 5G Media Streaming mechanisms, such as the distribution of a DNS service endpoint name over interface M8 may be sufficient to realise all Use Cases without recourse to explicit Edge Application Server discovery via EDGE‑5, EDGE‑1.
Architectural requirements for edge processing
In [S4-201456] Samsung attempts to move the discussion on about how an 5GMS Application Provider interacts with the 3GPP edge computing platform.
One concept proposed is the idea that a 5GMS Application Provider may want to discover an instance of the 5GMS Application Function running in the Edge Data Network in order to provision 5GMS features at a particular edge location.
This seems like the wrong way to think about things. There isn’t a clear need to distribute the 5GMS Application Function and to expose multiple M1 interfaces to 5GMS Application Providers. A more abstracted model is one in which the 5GMS Application Provider interacts with a single logical 5GMS Application Function at M1 to provision 5G Media Streaming features. The 5GMS Application Function then works out how to instantiate a set of 5GMS Application Server instances that collectively realise the provisioned 5G Media Streaming feature(s) that can meet the specified levels of demand (i.e. scale) with the specified performance characteristics. This may involve instantiating some 5GMS Application Server instances in the Edge Data Network as Edge Application Servers, and arranging for traffic to be steered towards them using the mechanisms specified by SA2 (as described in section 3 above).
Providing a means for the 5GMS Application Provider to explicitly specify that the 5GMS Application Server can be instantiated in the Edge Data Network seems like a reasonable additional requirement at M1. However, it would be better to describe this in more abstract terms, such as the required performance characteristics of the provisioned 5GMS feature(s) and perhaps the anticipated demand. This would then allow the 5GMS System to determine how best to provision the requested feature(s). The scale of the provisioned feature(s) may need to vary elastically as demand grows/shrinks over time. The extent of the elasticity may be another aspect in the provisioning configuration.
The requirement for a 5GMS Application Provider “to indicate specific media processing to be run at each of the different operator network locations” breaks this abstraction and therefore seems inappropriate.
The requirement for the service provisioning interface (M1) to provide facilities for the 5GMS Application Provider “to request provisioning of resources in specific edge data networks” also seems problematic for similar reasons because it breaks the abstraction. Explicit placement of workloads seems like the wrong abstraction for an edge computing platform to expose to 5GMS Application Providers.
Proposal
It is proposed that SA4 agrees the following:
1. A client-centric approach to Edge Application Server provisioning is not appropriate for the macro Use Case of 5G Media Streaming and SA4 therefore does not intend to make use of the Edge Enabler Client for discovering edge instances of the 5GMS Application Server. Existing service addressing information exchanged over interface M8 is adequate for achieving the desired effect in combination with the traffic steering solution eventually specified by SA2.
2. A liaison to SA2 noting their DNS-based service endpoint addressing proposal, and asking whether UE applications will be required to frequently re-resolve the DNS service endpoint name to different IP addresses as the UE moves around the PLMN, or whether SA2 will require that traffic is routed to Edge Application Servers using “anycast” IP addresses.
3. [bookmark: _GoBack]A liaison to SA5 stating a preference for Edge Application Server life-cycle management mediated through a 5G Core function (i.e clause 7.2 of draft [TR-SA5], and requesting confirmation that this architectural approach to management and orchestration is compatible with the concept of multiple Edge Computing Service Providers providing multiple Edge Data Networks in a 5G System.
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